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ABSTRACT

This paper examines the training of multiple-cluster systems us-
ing adaptive training schemes. Various forms of transformation
and canonical model are described in a consistent framework al-
lowing re-estimation formulae for all cases to be simply derived.
Initial experiments using these various schemes on a large vocab-
ulary speech recognition task are presented. The initial experi-
ments indicate that to achieve best performance when adapting
these multiple-cluster systems requires the use of adaptive training
schemes rather than using simpler cluster initialisation schemes.

1. INTRODUCTION

Adaptive training is a powerful training technique for building
speech recognition systems on non-homogeneous data. This vari-
ability in the training data may result from the speaker changing,
differing acoustic environments or varying channel conditions. The
basic concept of adaptive training is to use one or more transfor-
mation to represent these speaker and environment differences. A
canonical model isthen trained, given the set of speaker/environment
transforms. This canonical model should be more compact and
amenable to being transformed to a new speaker, or acoustic con-
dition, than standard speaker independent (SI) systems. Adaptive
training schemes may be split into three broad classes. These are:

1. Model independent: these schemes do not make explicit
use of any model information. Thetwo most common forms
are cepstral mean normalisation and variance normalisa-
tion [4]. These transforms are directly applied to the fea-
tures.

2. Featuretransformation: these transforms also act on the
features but are derived, normally in an maximum likeli-
hood (ML) fashion, using the current estimate of the model.
Linear featuretransformations may more generally be viewed
asaconstrained transformation of the model parameters[2].
Common versions of these feature transforms are vocal tract
normalisation [7] and constrained MLLR [2]. Incorporat-
ing these schemes into adaptive training is simple as they
require minimal changes to the standard re-estimation for-
mulae[2].

3. Model transformation: the model parameters, means and
possibly variances, are transformed. Common schemes are
the origina speaker adaptive training (SAT) [1], and cluster
adaptive training (CAT) [3].

Normally the form of the canonical model for these schemesisthe
same as the SI model set.
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Thispaper examinesthe use of linear adaptive training schemes
for general multiple cluster systems. All the schemes are model
transformation adaptive training. The multiple cluster canonical
model consists of C', the number of clusters, sets of means one for
each component for each cluster, asingle set of covariance matri-
ces and a single set of weights and transition matrices. This pa-
per describes ML re-estimation formulae for these multiple cluster
systems, and the related transforms, within an adaptive training
framework. In addition two possible initialisation schemes are de-
scribed.

2. ADAPTIVE TRAINING SCHEMES

The genera form of the adaptive training transformation in this
paper is'

ﬂ(sm) — W(S)E(m) (1)
where W) isan x p transformation matrix for speaker s, £(™)
isp x 1 vector of cluster means (n-dimensional datais assumed)
and ™ is the adapted mean of component m for speaker s.
The value of p will depend on the number of clusters, whether a
bias cluster is being used, and whether a bias is used in the trans-

form. The differences between the schemes are restrictions on the
transformation matrix or number of clusters.

2.1. Standard SAT
In standard SAT the transformation of the mean is given by
plm™ = A® ) 4 B
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where (™ is the unadapted mean of component m. Thisisa
single cluster system (C' = 1), so there are no additional model
parameters than those in the SI system.

2.2. Cluster Adaptive Training

Though initially derived as an extension to speaker clustering, CAT,
fits within the general adaptive training framework?.

plem = Z)‘(S ™) 4 )

LFor the theoretical discussions in this paper only a single transform
will be used. The extensions to multiple transforms are trivia and are
described, along with schemes for determining assignment of components
to classes, in previous papers (e.g. see[2]).

2Thisis the same expression as used for Eigenvoices [6].
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where (™ and p{™) are the bias cluster mean and mean for

cluster ¢, respectively, of component m and A is the vector of
interpolation weights (or point in “eigenspace”). The complexity
of the canonical model has increased. There arenow (C' + 1) sets
of cluster means.

If additional restrictionsare placed on the nature of the weights,
A% € {0,1} and > A*) = 1, CAT becomes arestricted form of
speaker clustering where the variances of the clusters for the same
component are constrained to be the same. For the specific case
where C' = 2 thisisthe equivalent of restricted gender dependent
(GD) models. Thisisthe form of GD models used in this paper.

2.3. BiasSAT

In [3] the concept of bias clusters with linear transformations was
described. This may be expressed as

A = A 4 om) | p®
M(m)
= [ A® 1 p® ] Mém) (4)
1

The canonical model is again a multiple cI uster system asthereis
an additional set of component means, M . However the num-
ber of transform parameters to be a;tlmated for atest speaker is
identical to the standard SAT system. This scheme will bereferred
to as bias SAT (BSAT). BSAT has asimple intuitive interpretation
as it alows the linear regressions to be based around component-
specific points in space, rather than global points as defined by the
transform bias, b(®).

2.4. Extended SAT

Extended SAT (ESAT) may be seen as a generaisation of CAT.
Each cluster isnow transformed by an MLL R-liketransform rather
than asingle weight.

A0 = ST AL 4 ™ 4+ b
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Without the bias cluster thisis the same as the cluster transforma-
tion in [5]. However in [5] the clusters were not embedded into an
adaptive training scheme, nor was a bias cluster considered. This
general form subsumes all the other transformation schemes.

3. PARAMETER ESTIMATION

As with the standard adaptive training scheme the parameters are
estimated in an iterative fashion.

1. Initialise the multiple-cluster means (see section 3.4).

2. Estimate atransform, W (), for each of the training speak-
ers, s.

3. Re-egtimate the model parameters, M, given the current
estimate of the speaker transforms. For SAT, BSAT and
ESAT the standard adaptive training formulae result in ei-
ther the means or the variances being updated in a single
iteration. To update both requires two iterations. In this
work the means are first updated then the variances.

4. Repeat from 2 unless the convergence criterion is satisfied.
Since SAT systems are being used, during recognition an ini-

tial set of alignments are required from some standard (non-adaptively

trained) model. For al systems the following procedure was used

1. Usean Sl model set to obtain frame/component posteriors
on the adaptation data (.. (7)). Using these alignments,
estimate the transform(s).

2. Using the transform estimates, obtain new alignments and
re-estimate the transform(s). This stage is them repeated as
required.

For the experiments in this paper stage (2) was performed twice.

The next sections briefly describe the ML estimation of the

transform parameters. Other than for CAT, a modification to the
standard MLLR training described in [8] is used. The training of
the canonical models is a modification to the standard adaptive
training scheme described in [1]. For details of the CAT canonical
model and transform estimation schemes, see [3].

3.1. Transform Estimation

The estimation of the transform parameters is an extension of the
standard MLLR parameter estimation. The schemes may be split
into two sets, those that use abias cluster and those that don’t. Row
i of the “bias-free” system transform, W), w'*, is estimated

using
w®T = =17 ©6)
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is the variance of element ¢ of component m and v, (7) is
the posterior probability of component m generating the observa-
tion at time 7. For the schemes where a bias cluster is used the
observation, o(r) in equation 9 is replaced by (o(7) — ™).

Irrespective of the form of the transform the same sufficient
statistics are required. These are simply the occupancy counts and
observation vector sum for each component.



3.2. Moddl Estimation

The model parameter estimation is performed in two stages. For
the case where there the transform has no bias, b(®?,

-1
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where
W = Al ALY 1] (12)
and
p"
g = ug’i@ (13)
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For the case of no hias transform b(®) may simply be set to 0. The
estimation of the variances isidentical to standard SAT [1].

3.3. Number of Parameters

[ Pams. | GD | CAT | SAT | BSAT | ESAT |
Mean(p) || 2n | Cn+n n 2n Cn+n
Trans. 1 C n?+n|n"+n|Cn®+n

Table 1: Number of mean parameters per cluster and number of
transform parameters per speaker.

Table 1 shows the number of mean parameters per component®
for each of the systems. This determine the memory requirements
to store the models and whether robust estimates of the model pa-
rameters may be obtained®. An important issue in training the
models is the number of parameters required to be stored (and
accumulated) at each time instance. The primary cost is the es-
timation of the mean parameter, which for a p x n transform is
dominated by p(p + 1)/2 parameters to be stored per component.

Table 1 aso shows the number of transform parameters for
each of the systems. Thisisimportant as the fewer the transform
parameters to be estimated, the more rapid the adaptation scheme.
Thus GD and CAT are the most appropriate for small amounts of
adaptation data, ESAT the least appropriate.

3.4. Cluster Initialisation

Since the training scheme described is an iterative one it is neces-
sary to initialise the multiple clusters in some fashion. There are
two basic initialisation schemes that may be used to initialise the
clusters.

3This excludes the transition probabilities, component weights and
variances, as they will contribute the same number of parameters for each
of the schemes.

41t is possible to have more compact representations of the clusters us-
ing schemes like transform-based CAT [3].

1. Eigenvoices: thisis based on the eigenspace approach de-
scribed in [6]. However in order to build the complex model
setsrequired for state-of-the-art systems, the modified scheme
described in [3] isrequired. Thisform of initialisation gen-
erates a bias cluster.

2. Speaker clustering: here each speaker isassigned in ahard
fashion to one of the available speaker clusters. The sm-
plest approach to thisisto initialise with gender dependent
models. The weights are either zero or one ()\ES) € {0,1}
and 32 A =1).

For the work presented here where abias cluster isused the models
were initialised using the Eigenvoices scheme. For those with no
bias cluster, gender dependent clusters were used.

4. RESULTS

The baseline system used for the recognition task was a gender-
independent cross-word-triphone mixture-Gaussian tied-state HMM
system. Thiswas the same asthe “HMM-1" model set used in the
HTK 1994 ARPA evaluation system [9]. The speech was param-
eterised into 12 MFCCs, C; to C2, aong with normalised 1og-
energy and the first and second differentials of these parameters.
This yielded a 39-dimensional feature vector, to which cepstral
mean normalisation was applied. The acoustic training data con-
sisted of 36493 sentences from the SI-284 WSJO and WSJ1 sets,
and the LIMSI 1993 WSJ lexicon and phone set were used. The
standard HTK system was trained using decision-tree-based state
clustering to define 6399 speech states. The number of compo-
nents per state was 12 for the speech state and 24 for the “silence’
states. For the H1 task a 65k word list and dictionary was used
with the trigram language model described in [9]. All decoding
used a dynamic-network decoder.

For the adaptive training schemes two transform classes were
used during training. One was used for the speech components,
the second for the “silence” components. In al cases four com-
plete iterations of adaptive training were used®. During testing,
unless otherwise stated, two transform classes (as previously de-
scribed) were used. For all the multi-cluster systems a simple 2
cluster system was used. The ESAT system did not have a bias
cluster associated with it and C' = 2 (since C = 1 with a bias
cluster is BSAT), and CAT used a bias cluster (C' = 1). All the
test speaker adaptation was performed using supervised adaptation
with 40 sentences.

System | Adapt Error Rate (%)
H1Dev | HIEvd [ Average
] — 9.38 10.01 9.71
Sl MLLR 9.04 10.05 9.57
SAT MLLR 8.99 9.95 9.49
BSAT | BSAT 8.89 9.58 9.26

Table 2: Baseline and diagonal transforms

First some experiments on the possible advantages of using
BSAT were performed. The results using diagonal transforms are

5This results in a slight inconsistency between SAT, BSAT and ESAT
and the CAT and GD models because the later two can update all the model
parameters in asingle iteration.



shown in table 2°. From the resultsthereisasmall gainin using a
BSAT system over the SAT system with simple transforms, though
the gain isnot statistically significant at the 95% confidence level.

System | Adapt Error Rate (%)
Hi1Dev [ H1Evd || Average

Sl — 9.38 10.01 9.71
MLLR 8.24 9.24 8.77
SAT MLLR 7.62 8.36 8.01
GD GD 8.99 9.39 9.20
ESAT 8.12 8.61 8.28
CAT CAT 8.84 9.13 8.99
ESAT 7.77 8.60 8.20
BSAT BSAT 7.63 8.23 7.95
ESAT 751 8.33 7.94
ESAT ESAT 7.16 8.25 7.74

Table 3: Block-diagonal transforms

Table 3 shows the performance of a series of adaptively trained
systems using block diagonal transforms n(static, delta and delta-
delta blocks). As expected, given the amount of adaptation data,
the simpler transformations, CAT and GD, performed worse than
the more complex ones, BSAT and ESAT. The performance of the
CAT system was not significantly, at the 95% level, better than
the GD system’s performance (though significant gains have been
observed on other tasks and with more clusters). Comparing the
GD and ESAT systems, which wereinitialised in the same fashion
using the more complex ESAT transform, indicates that the appro-
priate training of the clustersisimportant. The ESAT system was
significantly, at the 95% level, better, than the GD system reducing
the word error rate by around 7% relative. Again the performance
difference between the SAT and BSAT systems was not statisti-
caly significant.

System | Adapt Error Rate (%)
H1Dev [ HIEvd [ Average
[ S [MLLR] 79 | 862 [ 831 |
SAT MLLR 7.28 8.18 7.75
BSAT | BSAT 7.53 8.17 7.86
ESAT | ESAT 7.02 8.13 7.61

Table 4: Multiple block-diagonal transforms

Rather than using two block-diagonal transforms, the number
of transforms was determined using a regression class tree. The
SAT system performs marginally (though not significantly) better
than the BSAT system’. The difference was reduced when the
same BSAT transform as used in training was used to obtain a
set of means, and then standard MLLR was performed on those
adapted, single set, means®. In this case the average error rate was

6The type of adaptation scheme will be labelled according to the adap-
tive training scheme as described in section 2 if it differs from standard
MLLR.

7The minimum occupancy counts for the regression class trees was set
independently for each transform type. As a result ESAT had far fewer
transforms than the standard MLLR, or BSAT, systems

8 Thisincreases the number of updates for the transform to 4. Increasing

7.66%. Again the FSAT gave dlightly (though not significantly)
better performance than any other adaptive training scheme. Both
adaptively trained systems were significantly ,at the 95% level,
better than the S| adapted system.

5. CONCLUSIONS

This paper has described various multiple-cluster adaptive train-
ing schemes. Re-estimation formulae for both the canonical mod-
els and the multiple cluster transforms have been detailed. The
performance on a large vocabulary speaker independent task of
some two cluster systems were compared. For cases where com-
plex transforms, such as ESAT are to be used then it isimportant
to use adaptive training schemes to obtain the clusters, rather than
using, for example, gender dependent models.

Currently these schemes have not been combined with more
complex model independent adaptive training schemes, such as
variance normalisation, and other non-linear feature transforma-
tion schemes such as VTN. However, both these schemes are used
in current state-of-the-art systems for the switchboard task. Fur-
ther work will examine the interaction of these multiple-cluster
adaptive training schemes with other adaptive training schemes.
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SAT and ESAT transform iterations to 4 yielded slight gains in both cases
to 7.67% and 7.53% respectively.



