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Abstract

The derivation and implementation of many algorithms in sig-
nal/image processing and control involve some form of poly-
nomial root-finding and/or matriz eigendecomposition. In this
paper, higher order fized point functions in rational and/or
radical forms are developed. This set of iterations can be
considered as extensions of known methods such as Newton’s,
Lagurre’s and Halley’s methods and can be applied to compute
all zeros of a polynomial as well as all eigenvalues of a complex
matriz. One of the main features of the proposed agorithms
is that they could have any predetermined rate of convergence
regardless of the multiplicity of the zeros or eigenvalues. Addi-
tionally, eigenvalues and eigenvectors are computed using fast
matrix inverse free algorithms which are based on the QR fac-
torization.

1. Introduction

Finding eigenvalues of systems or the zeros of a given func-
tion is a classical problem in applied sciences. Many practical
problems in physics and engineering lead to eigenvalue prob-
lems. For example, high-resolution spectral estimators in sig-
nal processing and control make use of the subspace informa-
tion obtained from the eigendecomposition of the covariance
matrix. Most spectral estimators in signal/image processing
utilize polynomial root-finding. Localization of the zeros or
poles of polynomials or eigenvalues of matrices in a specific
region in the complex plane such as half-planes or the exte-
rior or interior of a circle is an important problem in study-
ing stability of certain systems in control theory and signal
processing.

There is a multitude of algorithms for factoring a poly-
nomial into linear or quadratic factors. These methods range
from locally convergent such as Newton, Lin-Barstow methods
[1]-[2], and globally convergent such as the methods of Gra-
effe, Bernoulli and the ¢d algorithm [3]-[6]. A fast transversal
filter for solving a polynomial equation is given in [7]. A com-
prehensive treatment of Newton method and its convergence
can be found in [8]. For a survey of some of these methods
the reader is referred to [9]-[13] and the references therein.

The main objective here is to develop numerical methods
for computing the zeros of smooth functions or eigenvalues of
matrices such that these methods are parameterized by the
rate of convergence regardless of the multiplicity of zeros or
eigenvalues.

2. Rational Fixed Point Iterations

In this paper, we generalize Newton, Laguerre and Halley

methods [1, 2, 8] to generate higher order fixed point iterations
in rational and radical forms. Specifically, given a function f,
a class of functions G;(f, f’, - M g.q 7g(s))7 i1 =1,2
will be developed so that
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defines an Nth order fixed point function. Here N is depen-
dent on 7 and s. The functions G1 and G2 can be chosen so
that (1) yields second order convergent iterations as shown in
the following proposition.

D(z) =z (1)

Proposition 1. Let f be a polynomial with simple zeros and
let G be an analytic function of two variables in an open set
containing the zeros of f. The fixed point function
f
P(2)=2— =—F—— 2
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defines a second order iteration if and only if G(f, f')(z:) =
f/(z:) for each z; such that f(z;) = 0.

Proof. The result can be obtained by verifying that under
the stated conditions ®(z;) = 2; and ®'(2;) = 0.
Q.E.D.

From this result, it follows that G = f'+ fF(f, f') for some
F. When F' = 0 this reduces to the standard Newton method.
The advantage of this observation is that (2) remains at least
second order iteration for any choice of F. The free parame-
ter F' can be chosen to generate fixed point iterations of any
desired order. The fixed point iteration ®(z) in Proposition 1
and many other higher order fixed point functions in rational
forms can be developed based on the following result.

Theorem 2. Let f and g be two polynomials, then the it-

eration ®(z) = z — J; Eg is an rth order fixed point function

. (i+1)
of the zeros of f iff g9 (z;) = ! Z.H(z’) forj=1,---,m and
t=0,---,7r — 1. Here {z;}i~, is the set of zeros of f.

Proof. This result can be obtained by showing ®(z;) = z,
and @Y (z;) =0,fori=1,---,mandl=1,---,r — 1.
Q.ED.

Hence if r = 1 we obtain g(z;) = f’(2;) and conse-
quently g(z) = f/(2) + h(z)f(z) for some function h. One

can choose h(z) so that ® is third order. It turns out that

h(z) = _2;,((;_")) for j =1,---,m. Therefore, h(z) can be writ-
_ @) +hi () f(2) Y i €))

ten as h(z) = m, or h(z) = 5rry + ha(2)f(2)

for some arbitrary functions hi, he and hs.




An alternative approach for deriving higher order rational
fixed point functions can be described in the following result.

Theorem 3. Let {z };>; and {a;};~; be sets of non-zero com-
plex numbers and {z;}i~, is distinct, then for any r > 1
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Proof. The proof can be obtained by simple manipulation of
the right hand side of (3), i.e.,
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Corollary 4. Let {z;}i~, be a set of distinct non-zero com-
plex numbers, then for any r > 1
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Let f and g be two polynomials so that the zeros of f are
simple then 22 can be written in partial fractions form as

f(z
gf((zz) = +Z] et where {z; } 7

f. Hence
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. is the set of zeros of
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Combining (6) with Theorem 3, we obtain the following result.

Theorem 5. Let {z; };~, and {a;};~, be sets of non-zero com-
plex numbers and {21}1:1 be distinct. For each r > 2, the
iteration

fl wn +Z] 1 (wn_zj)r—l (7)
f2 wn +ZJ 1 (wn—7zJ)T

s (r + 1)th order for any choice of f1 and fs.
iteration
1 (g)(r—l)
(r—1)!

H(Ho

is (r+ 1)th order for any choice of g. Moreover if g = f’, then
we obtain the following fixed point function

1 ( )(7‘—1)
— (r—1)! f
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Hence the

D(z) = 2+ 8)

(9)

which is (r + 1)th order.

Note that the iteration of the last result has the stated order
of convergence regardless of the multiplicity of zeros provided
r> 2.

Example 1. For r = 2, (8) reduces to
o) =z —I (10)
n_9
]
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and

This follows from the observation (%)' = 4af lf*;f 'a
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Example 2. Consider the equation f(z) = 2> — A = 0. If

g(z) = 2> + A and r = 2, then we obtain the following third
order fixed point function

9
7
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Remark: Let f be a differentiable function, then the fixed
point function of Newton’s method for solving f(z) = 0 is

D(z) =

D(z) =2z — ;,((zz)). This iteration can be considered as special

case of higher order fixed point functions of the form ®(z) =

2 i (i+1) ) .
27%. Ifg()(zj):fH_1 (zj) for j =1,---,m and i =
0,---,r —1, then ®(z) is rth order. To choose g(z) so that ®

is third order iteration of the form

L f
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for some function u. Thus to derive a third order rational fixed
point function of the form ®(z) = z — %, we must solve the

first order differential equation

1"

g =47
9 2f -2y
If follows that g(z) = Au(z),/(£2)". The well known third

u(z)
order Halley’s method can obtained by setting A = 1 and
u(z) = 1 This means that if we apply Newton’s method to
, we obtain a third order method regardless of
w(z)

the choice of A and u(z). This freedom in choosing u(z) can
be utilized to derive 4th order iteration, however that entails
solving a more complicated differential equation.

3. Mixed Radical and Rational Fixed
Point Iteration

Au(z) 4 /(M)'

In this section, the objective is to derive iterations of
radical form. Specifically, we are looking for rth or-
der fixed point functions of the form ®(z) = 2z —
\’/G(f7 flye f=D g g/ oo g)) for some integers r,s,l.
This new class of methods is actually based on the follow-
ing fixed point function of f. Iterations of mixed types can be
obtained as follows.

Theorem 6 [2]. Let f and g be two polynomials such that
g Is not a scalar multiple of f, then for any positive integers r
and [ such that r >l the iteration

r($)O (1)

YO =2 e

(13)

is of order r +1 — 1. Here (%)(l) denotes the [ derivative of 4.

If this result is applied to solve the equation sin(z) = 0,
then we obtain the following iteration
B(z) = 2 — sin(z)
¥/ cos(z)



which is fifth order.
One can verify that the iterations

L /)
(I)(Z) - f’(z)—ln( + f”(z)f()z))’
f(2)
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B e
and
D) — - £(2)

F/(2) — tan(£2LE))

are third order.
4. Applications to Matrix Eigenvalues

Several popular algorithms for the location and computation
of eigenvalues and eigenvectors are presented in [1], [9]-[10],
which include, among many others, the LR algorithm, the
QR algorithm for matrix eigenvalues and the Golub-Reinsch
algorithm for computing the singular value decomposition. In
this section we propose mixed radical and rational fixed point
iteration. Some of the proposed approaches will lead to the
development of new eigen-solver methods of arbitrary order
and which are interestingly based only on evaluating the trace
of certain matrices.

The higher order iterations described in the previous sec-
tions can also be utilized to determine the eigenvalues of ma-
trices. For example, the iteration

1
trace{(wnlp — A)~1}

is quadratically convergent to an eigenvalue of A provided that
all eigenvalues are simple. This can be viewed as the matrix
version of the conventional Newton method. Similarly,

trace{(wnl, — A)~1}
trace{(wnlp — A)—2}

is at least cubically convergent regardless of the multiplicity
of the eigenvalues of A.

Theorem 5 can be applied to derive higher order iterations
for computing eigenvalues of matrices as in the following re-
sults.

(14)

Wn+1 = Wn —

(15)
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Theorem 7. Let A be an p X p matrix, then for each r > 2,
and for almost all wo, the iteration

trace{(wnI, — A)""}
trace{(wnlp — A)~"}
converges to some eigenvalue \; of A and is at least of order

r—+1.
Proof. Since trace(wnl, — A)™"=3"", (wnliik,)ﬂ where k;
is the multiplicity of A;, it follows that )
trace{(wnI, — A)~" 1}
trace{(wnlp, — A)~"}
m ; 17)
D y—— (
=1 (wn—X;)" r
Zi:l (wn—=X)"

(16)
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Q.E.D.
The main concern in Iteration (16) is that it requires matrix
inversion. Efficient approaches to avoid matrix inversion are
given in Algorithms 1-3.
It is also possible to develop higher order iterations by using
other entries information of the inverse matrix other than the
trace as described in the following result.

= (2I, — A" = [Bf;)(z)], then for
BV (2)
B (2)
r + 1)th order fixed point function provided that B (z) is
ij
B (wy)
ij

Theorem 8. Let B, (z)

each 1 <1, j < p, the function ¢(z) = z — defines an

not identically zero, i.e., the iteration wy4+1 = wn — 5 o)
P Wn,
ij

converges to an eigenvalue of A.

Proof. Let Ai,---, A\ be the set of eigenvalues of A, then
there exist scalars a;;r € C [12, 13] independent of r such that

BG V() =) aur(z— M) (18)

k=1

The conclusion follows directly from Theorem 5.
Q.E.D.
One can also apply Theorem 5 to obtain fixed point itera-
tion of radical forms. For any r > 1, the following iteration
1

{/trace(wnlp —A)-r

; (19)

Wn+1 = Wn —

is rth order convergent provided all eigenvalues are simple.
For the general case, the iteration

1
Wnt1 = Wn — (20)
r—1/trace(wnlp—A)="
trace(wplpy—A)—1

is at least (r — 1)th order convergent regardless of the multi-
plicities of the eigenvalues of A.

5. Matrix Inverse Free Algorithms

The main problem in the implementations of Theorem 6-8 is
that they require computing of the trace of matrix inverses.
Thus we present here another important set of iterations which
don’t require matrix inverse computation as in the following:

b*(wnI, — A)"" e
b*(wn I, — A)~"c

(21)

Wn+1 = Wn —

From Theorem 8 this is an (r + 1)th order iteration that con-
verges to an eigenvalue of A. Here b and c are almost arbi-
trary nonzero p X 1 vectors. In the next algorithm, we will
completely alleviate the problem of matrix inverse computa-
tion using the QR factorization.

Algorithm 1

|:(wn[1{-)*— A)T:| _ |:g;1 g;i] |: :| QR factorization

I,— A
Wnsr = Wy — M
Q7,c
(22)
where w; is arbitrarily chosen.

Algorithm 2

|:(wnlp* A)r} _ [g; g;z][ } QR factorization

n—1
Un = Q12

U (wal — AU,
UnUn '

Wn+1 = Wn —



where w1 and Up are arbitrarily chosen. It is not immediately
clear what convergence properties this algorithm has. But one
can show the order of convergence to be at least r.

Algorithm 3

|:(UnAnU:; A)T} _ {Qu Q12] {‘%’“} , QR factorization

U:; QQI Q22
Q12 = Q1 R, QR factorization
Upt1 = Q1

Ang1 = U;+1AUn+17
(24)
where Ay and U; are L x L and p x L arbitrarily chosen.
Here 1 < L < m. One stopping criteria for Algorithms 2 and
3 would be that ||Q22|| converges to zero, where ||.|| is any
matrix norm. The matrix A, converges to a matrix whose

eigenvalues are the smallest (in magnitude) L eigenvalues of
A.

6. Numerical Example

In this example, we illustrate how to apply Algorithm 3 to
compute the matrix eigendecomposition. Consider the follow-
ing 10 x 10 complex hermitian matrix A. To fit this matrix in
a single column, it is written as A = [A; : As], where A; and
Az are 10 x 5 complex matrices representing the the first and
last three columns of A, respectively. This matrix is generated
using the Matlab function rand and scaling. The matrices A
and Az are given as:

r 0.6336 —1.3939 —1.7151 —1.7836  0.5874 7
—1.3939 27175 —0.0015 —0.3775 0.0962
—1.7151 —-0.0015 2.2436 —3.1460 —1.1286
—1.7836 —0.3775 —3.1460 2.1664 —0.2655
0.5874 0.0962 —1.1286 —0.2655 —3.5645

A= 1.4382 1.5830 —0.1287 3.2303 —2.2926 | ’
0.3086 —0.0036 0.2837 —1.9797 —2.6318
0.0573 —1.0117 —-0.5414 —2.4798 —0.6106
—1.4615 —0.8510 —0.7002 —2.1118 —0.5612
L—2.6806 —0.7935 0.6576 —1.9320 0.6709 J
and
r 1.4382 0.3086 0.0573 —1.4615 —2.68961
1.5830 —0.0036 —1.0117 —0.8510 —0.7935
—0.1287 0.2837 —0.5414 —0.7002 0.6576
3.2303 —1.9797 —-0.5414 —0.7002 0.6576
Ay = —2.2926 —2.6318 —0.6106 —0.5612 0.6709

—0.5393  0.0997 2.2295 2.9941 —0.8308
0.0997 0.7886 1.4567 0.1901 0.9279
2.2295 1.4567 2.3139 —1.7404  0.4480
2.9941 0.1901  —1.7404 —0.6908 1.7402

L—0.8308 0.9279 0.4480 1.7402 0.4976 U

The eigenvalues of A are given by the set
{0.2907, 1.3797, 1.6024, 3.2114, 4.2420, 5.2560, —2.9677, 8.0661,
—5.7647, —8.7495}. Algorithm 3 is applied to compute the
two smallest eigenvalues of A. It is shown that these are the
eigenvalues of A which are {1.3797,0.2907}. Convergence is
indicated by the quantity ||Q22||2 = 7.6169(10)'°. Tt is also
noted that ||AU20 - W20A20||2 = 2.9299(10)_5. Here Uy is
an approximation of invariant subspace corresponding to the
smallest two eigenvalues.

6. Conclusion

In this paper, a systematic approach for generating fixed point
functions of any order in rational and radical forms are pro-
posed. These fixed point iterations can be used for computing
zeros of smooth functions and eigenvalues of complex matrices.

The convergence properties and numerical implementations
are thoroughly analyzed. Additionally, new matrix inverse
free implementations that use the QR factorization for com-
puting an eigenvector and eigenvalue are proposed. Although
these methods are only tested on polynomials and entire func-
tions of finite number of zeros, they are also applicable to arbi-
trary transcendental equations including analytic and rational
functions. Several important aspects concerning the numeri-
cal efficiency compared with other existing methods have not
been discussed in this work. A full version of this paper is cur-
rently under consideration, where simulations and numerical
evaluation of these algorithms will be established.
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