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ABSTRACT

This paperpresentsa multiple descriptionimagecodingscheme
that facilitatesthe transmissiorof digital imageryover multiple
noisy channels. The proposedschemedivides the image into
smallerpartsthat are transmittedover the individual channelsof
aninversemultiplexing system.Thedivision or splittingis donein
suchafashionthatit facilitatestheinterpolationof lostcoeficients
in the caseof one or more channelfailures. At the recever, the
imageis reconstructedy properassemblyof the datareceved
from eachchannel.In caseof channefailure, the missingcoefi-
cientsareestimatedrom the availabledatawith the useof anovel
post-processingcheme. For operationover four noisy channels
with variousbit error probabilities we investigatethe quantitatve
andsubjectve performancef the proposedystemfor the caseof
multiple channefailures.

1 INTRODUCTION

Inversemultiplexing is the procesf aggr@atingseverallow-rate
channeldo form aneffective higherratechannel.Transmissiorof
digitalimageryoverthesegpossiblynoisy)channelposesaninter
estingdesignproblem.Althoughthis problemis somavhatsimilar
to transmissiorof imageryover paclet-basedhetworks [1], [2],
thereare certaindifferencedbetweenthe two scenarioghatfacil-
itate improved interpolationof lost datain the multiple channel
case.

Generally speaking, multiple descriptionsource coding ad-
dresseshe problemof partial lossof a binary sourcedescription
during transmissiorj3]. In the currentcontext, multiple descrip-
tions of the imageare transmittedover multiple noisy channels,
suchthatif oneor moreof thechanneldbecomeson-functionala
usefulrepresentationf the imagecanbe reconstructeét the de-
coder Additionally, we requirethatif all channelsareoperational,
thereconstructe@mageshouldbeidenticalto thecasevhereasin-
glehigherratechannels utilized. Accordingly theoriginalimage
is split or dividedinto smallerpartsthatform the multiple descrip-
tionsof theimage. Thesepartsarethencodedandtransmittecbver
thelow-ratenoisy channels At thedecoderaninverseprocedure
is appliedto reassembléhe multiple imagedescriptions.

The problemof splitting the inputimagehasa numberof con-
straints.Theimageshouldbesplitin suchaway soasto minimize
the amountof redundaninformationthat is senton eachof the
channelgomprisingheinversemultiplexedsystem.In thecaseof
channefailure,postprocessingnustbe performedat the decoder
to improve the visual quality andthe PSNRof the reconstructed
image. Thus,the splitting schemeshouldfacilitatethe estimation
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Figure 1. Inverse multiplexer.

of lostcoeficientsfrom availablecoeficientsin thecaseof channel
failure.

This paperis organizedas follows. Section2 provides an
overview of the inversemultiplexing systemandthe imagecod-
ing topologythatis emplgred. The proposednultiple description
and post-processingchemesredescribedn Section3. Coding
examplesarediscussedn Section4, anda conclusionis givenin
Section5.

2 OVERALL SYSTEM CONFIGURATION

2.1 Inverse Multiplexing

An inversemultiplexer is a device thatcombinesa numberof low-
bandwidthchannelsto form an effective high-bandwidthchan-
nel [4]. Thegoalof this device is to useexisting resourcesnore
effectively, ratherthanthe moreexpensve alternatve of replacing
the low-bandwidthchannelsvith oneor morechannelsof higher
bandwidth.Theinversemultiplexeris anad-hocsolution,however.
The numberof channelsthat are combinedis varied depending
uponthe bandwidthrequirement. Thatis, channelsare dropped
andaddeddependingntheinstantaneousandwidthrequirement.
For example,higherbandwidthmay be requiredat the beginning
of a video sequencewhereintraframeencodingis emplged, as
opposedo themiddleof thesequencahereinterframeprediction
is used.More channelsvould be combinedatthe beginningof the
transmissionandthe channelghatarenot neededht a latertime
wouldbedropped.Thedeviceis illustratedin Figurel. Thechan-
nelsthatform theinversemultiplexer would have differentdelays
and possiblydifferentbit error probabilities(BEPSs),in general.
The protocolsthat run on the device have beendesignedo han-
dle thevarying delaysandchannelcharacterisiticsIn the present
work, we assumehatall of thechannel$ave identicaldelaysand
identicalchannekharacteristics.

2.2 COTCQ-Based Image Coder

Theimagecodingtopologyutilizedin the presentvork is amodi-
fiedversionof theimagecoderpresenteth [5]. Theblockdiagram
is shavn in Figure2. In this coder theinputimageis decomposed
into 22 subbandaising a modified Mallat tree configurationas
shawvn in Figure3. Eachsubbands partitionedinto four classes
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Figure 3. 22-subband image decomposition.

asdiscussedn Section3. All resultingsequencearethenquan-
tizedusingfixed-ratechannel-optimizettrellis-codedjuantization
(COTCQ) [5]. Rateallocationis performedn anoptimalfashion
by aniterative techniquethatusesthe rate-distortiorperformance
of the various designedchannel-optimizedrellis-basedquantiz-
ers. Notethatthis coderconfigurationenableghe transmissiorof
compressediataover noisy channelawithout the useof channel
coding.

For the proposedmagecodec the COTCQ stagewasdesigned
for usewith thebinarysymmetricchanne(BSC),characterizetly
bit errorprobability P,. For theconsideredmagecodingapplica-
tion, we derived a generalexpressiorof the transitionprobability
matrixin termsof theencodingpit rate,R.

The COTCQ designwasperformedo supportthefollowing bit
errorprobabilities:

P, = 0.0, 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05,

0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5.

For eachp,, fixed-rateCOTCQ codebooksveredesignedn one-
bit incrementdrom R = 1 to R = 10 bits persample. COTCQ
codebooksveredesignedisingzero-meanunit-variance sample
sequencederived from a Laplacianpseudo-randomumbergen-
erator In [5], we presenta fastCOTCQ encodingalgorithmthat
reduceghe computationatompleity by a factorof C/2, where
C = 2B+ is thetotal numberof codevordsin the COTCQ code-
book,andR is theencodingate.

3 MULTIPLE DESCRIPTION AND POST
PROCESSING SCHEMES

In the presentwork, we addresghe four-channelinversemulti-
plexer case.A four-channelinversemultiplexer refersto the case
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Figure 4. Splitting scheme used for the four-channel
inverse-multiplexed case.

wherefour channelsarecombinedo form achannelvith aneffec-
tive bandwidthof four-timesthatof anindividual channel.

3.1 Splitting scheme

Considerthe subbandsplitting schemaillustratedin Figure4. In
this scheme four coeficients are combinedto form a group as
shavn. Eachof the four coeficientsin the groupis senton a
differentchannelasindicatedby the shadeof the coeficient. All
coeficients of the sameshadeare groupedtogetherto form a
smallersubbandhatis one-fourththe sizeof theoriginal subband.
Referringto the 22-banddecompositionillustratedin Figure 3,
considerthe LL subband,which is labeledas subband0. Let
X1 (4, 7) representicoeficientatposition(z, j), andlet thesize
of the subbandbe 32 x 32. Referringto Figure4, with the top
left cornerasthe origin, and 1< ¢ <16, 1< y <16, four LL
subbandsgachof dimensiond 6 x 16, arecreatedy samplingthe
LL subbandasfollows:

Xeroi(z,y) = X (22 — 1,2y — 1) (1)
Xroro(z,y) = Xoo (22 — 1, 2y) (2)
Xrrs(z,y) = Xpo(27,2y — 1) (3)

Xrra(z,y) = Xoo(27,2y). (4)

Thisruleis appliedto all 22 subband thewavelet-transformed
imageto obtain four subimages X, X, X3, and X4, eachof
which is one-fourththe size of the original image, X. Eachof
the smallerimagesis codedat the specifiedbit rateto obtainfour
codedbit streams. The statisticsof eachof the four subimages
aredifferentfrom eachother andfrom the original image. The
subbandén eachsubimagerenormalizedby subtractingheirre-
spectve meananddividing by theirrespectie standardieviation.
Thesestatisticaresentto thedecodeassideinformation. A com-
binationof repetitionandchannelkodingis utilized to ensurethat
the sideinformationis receved without error. Eachof the coded
bit streamss thentransmittecbnits assigned¢hannel.

At therecever, eachof thefour bit streamss decodedo provide
four subimagesAn inverseoperationis performedo reassemble
thesubimagesUsingthesamecorventionasabove, this operation
is expresseds:

Xrr(2z — 1,2y — 1) = Xzra(z,y) (5)
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Figure 5. 512x512 Lena image encoded at various Pbs, with various channels operational.

Xrr(2x —1,2y) = Xpro(z,y) (6)
Xor(2z,2y — 1) = Xprs(z,y) (7)
X1 (2x,2y) = Xpra(z,y). (8)

This operationis appliedto all 22 subbands. One important
differenceat the decodeis thatall channelsnaynot be available.
In the caseof channeloss,only theavailablecoeficientsareused
in the above equations. After this processthe inversewavelet
transformis appliedto recover thefull-size codedimage.

It is evidentfrom Figure4 thatall the neighborsof a lost coef-
ficientareavailablein the caseof a singlechanneffailure. When
two channeldail, the availability of the closestneighborscannot
be guaranteed.Thus, the availability of neighboringcoeficients
depend®ntherelative locationof thefailedchannels.

3.2 Post processing scheme

Post processingschemesare typically usedto remove visually
annging artifactsandto provide errorconcealmenin thereceved
imagein the caseof channelerrors. In the currentcontet, post
processings usedto improve the quality of the imagethat is
receved in the caseof channelfailure. A numberof schemes
addresghe problemof imagerestorationin the contet of paclet
lossin paclet-basedhetworks [2, 1, 6]. The schemedeveloped
in the presenwork addressethe problemof imagerestorationn
the caseof channefailure. It differsfrom the paclet losscasein
thatthecoeficientlosspatternis known, unlike therandomnature
of paclet loss. The knowledgeof the coeficient losspatterncan
be exploitedto develop efficient restoratiorschemesFurther the
splittingschemeavasdevelopedo specificallyfacilitaterestoration.
Referringto Figure4, alossof one channelresultsin the loss
of coeficientscorrespondindo one shade.Note thatthosecoef-
ficientscorrespondingdo the othershadesareavailable. The lost
coeficientsneedto beestimatedo improve thevisualquality and
PSNRof thereconstructeimage. Theestimationtechniquevary
acrosssubbandsas eachsubbandcarriesdifferentinformation,
andthe relationshipamongthe coeficientsis different. The LL
subbandtontainsmostof the enegy in the image,andhencethe
lost coeficientsin this subbandnustbe estimatedisaccuratelyas
possibleto achiere goodrestoration. The LH andHL subbands

(i.e.,subband4 and2in Figure3, respectiely) containedgeinfor-
mation. Therestoratiorof lost coeficientsin thesesubbandselps
in obtainingsharpedgesin the reconstructedmage. The other
subbandsirerelatively lessimportantin termsof theimprovement
they provide to PSNRandvisualquality.

A numberof techniquesvereemplo/edto processheLL sub-
band. Thesetechniquesncludedmeanfiltering, medianfiltering,
andWeinerfiltering. The PSNRandvisual quality of the recon-
structedmagewereusedasmetricsto measure¢heeffectivenesof
thesetechniqueslt wasfoundthatmedianfiltering givesthe best
resultsin termsof PSNRandvisual quality. In medianfiltering,
thelostcoeficientis replacedy themedianvalueof its neighbors
thataresortedin ascendingrder In the caseof a singlechannel
failure,everylostcoeficienthasall eightof its neighborsavailable.
If thelost coeficientis representethy X;,s:, andif its neighbors
areX;...Xs, then

Xiost = mediar(Xl L. Xg). (9)

Mean filtering was appliedto the LH and HL subbandsn the
directionof thelow-pasdiltering. Meanfiltering is usedsincethe
coeficientscorrespondingo edgeshave similar values.If thelost
coeficient is represente@s X, andits neighborsare X, _, and
Xk+1, then
= Rt Rt (10)
Filtering in the LL, LH, andHL subbandss performedafter
a symmetricextensionof the subbandon all four sides. Post
processingvas not performedon the remainingsubbandssince
PSNRandvisualquality werenotimproved.

X

4 CODING EXAMPLE AND RESULTS

Theproposedystemvasusedo processhe512 x 512 8-bitLena
image, codedat total ratesof 0.25 bits/pixel (bpp) and 0.5 bpp,
usingthe COTCQ-basedmagecoder Theimagecoderproduces
four codedbit streams,eachcorrespondingo one of the four
channels. Eachbit streamis sentover a BSC, characterizedy
bit error probability P,. It is assumedhat all channelshave
identicalstatistics.TheBEPof eaclchanneis allowedtovaryfrom
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Figure 6. 512x512 Lena image encoded at 0.5 bpp and Pb=0.01, with various numbers of channels opera-

tional.

0.0001t0 0.1. Thereceverreconstructsheimageby decodinghe
recevedbit streamsandreassemblinghe coeficients.

Thereconstructe@magewasevaluatedor thecase®f nochan-
nel failure, one channelfailure, two channelfailures, and three
channefailures. The experimentsvereconductedvith andwith-
out the useof postprocessing.Both quantitatve and subjectve
measurewsereobsened. For thecasevherepostprocessings not
usedthemissingcoeficientsin theLL subbandrereplacedythe
averageof themeanof theavailableLL subbandsTheresultsare
shavn in Figuress (a) and(b), with overall encodingratesof 0.25
bppand0.5bpp,respectiely. Eachpointin Figure5 corresponds
to the averageof tenindependenéxperiments.Fromthefigures,
it can be seenthat when one channelfails, the post processing
improvesthe PSNRby about4 dB at almostall BEPs. Also note
the significantimprovementwith the useof postprocessingvhen
two andthreechannelsarenon-functional.

Figures6 (a) and (b) shawv the subjectie performanceof the
proposedsystemfor an overall encodingrate of 0.5 bpp, anda
bit errorprobabilityof P, = 0.01, with variousnumbersof chan-
nelsoperational For the systemwith postprocessingtemarkable
imagefidelity is obtainedevenwith threeout of four channelsion-
functional. Also, the subjectve and quantitatve performanceof
the systemwhenall four channelsareoperationais equivalentto
that obtainedif only one channelwith four-timesthe bandwidth
is used. Thus,no performanceenaltyis imposedby the splitting
scheme.

5 CONCLUSIONS

A novel multiple descriptioncodingschemdor transmittingdigi-
talimageryover multiple noisy channeldasbeenpresentedThe
developedsplitting schemefacilitatesan interpolationprocessn
thecaseof channefailure(s).Also, thedevelopedpost-processing
schemeexploits the knowvledgeof the patternof lost coeficients.
Whenall channelsare operational the splitting schemedoesnot
degradethe quality of the reconstructedmage. Additionally, the

schemerovidessignificantimprovementin thevisualquality and
PSNRof the reconstructedmageryin the caseof channelfail-

ures. The proposedsystemaddresseshe problemsof channel
failuresin multichanneinverse-multipleedsystemsaswell asbit

errorsin the compressetit streams.Quantitatve andsubjectve

performancevaluationsverify thatthe proposedsystemprovides
outstandingresultsin the presenceof channelerrors,andin the
caseof multiple channefailures.
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