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ABSTRACT

A method is presented for augmenting word n-gram counts
in a matrix which represents a 2-gram Language Model (LM)

This method is based on numerical distances in a reduced

space obtained by Singular Value Decomposition (SVD).
Rescoring word lattices in a spoken dialogue application us-
ing an LM containing augmented counts has lead to a Word
Error Rate (WER) reduction of 6.5%. By further interpo-

lating augmented counts with the counts extracted from a

very large newspaper corpus, but only for selected histories,

a total WER reduction of 11.7% was obtained. We show

that this approach gives better results than a global count

interpolation for all histories of the LM.

1. INTRODUCTION
Most of the existing automatic speech recognition (ASR)
systems generate word hypotheses by computing the prob
ability of a sequence of wordd’{" as a product of condi-
tional probabilities of wordss; and their historieg,. Lan-
guage modeld (M) provide probability distribution® (w; |;)
for each wordw; of the vocabulary and for each history
classh;. ProbabilitiesP (w; |h;) are estimated using a train-
ing corpus. In practice, their value and the accuracy of the
estimation depend on the corpus.

Usually an LM trained in a domaif; exhibits poorer
performance when applied to a domdin with respect to
an LM trained in the new domaif,. This is also true in
dialogue systems in which the probability of words and his-
tories often depend on dialogue situations, especially when

the machine asks questions about specific topics. Different

solutions exist to overcome the problem of LM variations.
If large corpora are not available, then LMs can be adapted.

Various methods for LM adaptation have been proposed andtS

reviews of them can be found in [1]. Most of the proposed
methods perform dynamic adaptation, consisting in contin-
uously updating in time the LM probability distributions.

There are many methods for adapting to a new domain
which can be grouped into the following classes:
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training an LM in the new domain if sufficient data
are available,

¢ pooling data of many domains with data of the new

domain,

linear interpolation of a general and a domain-specific
model [2],

back-off of domain specific probabilities with those
of a general model [3],

retrieval of documents pertinent to the new domain
and training a new LM on-line with those data [4],

maximum entropy, minimum discrimination adapta-
tion [5],

Maximum A Posteriori Probability (MAP) adaptation
[1],

adaptation by linear transformation of vectors of bi-
gram counts in a reduced space [6].

Another possibility could be that of performirdata
augmentatiorby inferring counts for the training set based
on the available adaptation data, in such a way that LM
probabilities are estimated from counts obtained only from
the adaptation data augmented with counts generated by a
suitablesmoothing/generalizationriterion. The approach
proposed in this paper starts with the conjecture that if a
word has been observed in a given context, then semanti-
cally similar words are likely to appear in the same context
even if this event was not observed in the adaptation corpus.
Semantic similarity between words can be defined using a
numerical distance between vectors representing words in a
uitable space. Following an approach of Information Re-
rieval [7], such a space can be defined uSimgular Value
Decompositior{SVD).

Given a vector representing a wolid, it is possible to
define a cone around it and consider all words represented
by vectors inside this cone as semantically similatito
The similarity between a wortd”" in the cone and¥V can
be expressed by a distance between the vectors representing
the two words. The count d# in a given context can thus



be augmented by a contribution from the countVBt in Because the number of columns @fand V' is much

the same context weighted by a decreasing function of thesmaller than the number of columnsi it is expected that

distance between the vectors representing the two wordsnot many elements ak; are equal to zero.

Section 4 details this approach. If P has been trained on a very large corpus containing
It is important to point out that all the methods presented a good mix of topics, one may assume that the estimated

in this paper do not lead to any increase in the LM complex- eigenvalues which are the non-zero elements of mairix

ity. are typical of a language and do not vary from one applica-

tion to another. This conjecture has been validated experi-

mentally as it will be shown later on using a corpus made of
2. REPRESENTATION OF WORDS IN REDUCED 40 million words from articles of the French newspaper

SPACE Monde

Representation of words by vectors in a reduced space can
be obtained [8], [7] by SVD based on which any matFix 3. EXPERIMENTAL SETUP

f di [ kr :
of dimensions/, J and rank- can be expressed as A system, called\GS described in [9], and deployed on the

telephone network, performed a fist step recognition for the
A 0 . test set, and made available, for each test sentence, a trellis
P=1r [ 0 0 ] M 1) of word hypotheses as well as the best hypothesis produced
by the system. Let such a baseline system be indicated as
whereL and M are orthogonal matrices, their columns B. LetTp (k) be the trellis provided by the base system for
are orthonormalM™ indicates the transpose matrix bf, the k-th sentence. The purpose of the experiments is that of
andA is the diagonal matrix of the positive eigenvalues of assessing if and how much the Word Error Rate (WER) can
PPT. The order ofA is {r,r}. The columns of.. are  be reduced by rescoring the word hypothese&gk) with
an orthonormal set of basis vectors spanning the range. Bynew LMs obtained after data augmentation or adaptation,
considering only the; prominent eigenvalues, a diagonal by using the same scores provided by the acoustic models
matrix S can be built with the firsg singular values of? P7 whenT}p (k) was generated.
in decreasing order such that: Experiments were carried out using a telephone corpus
of sentences from person-machine dialogues collected by
France-Telecom R&D in fairly severe conditions all over
p=ysy” (2)  France.
The corpus contains a training set of 9842 sentences.
where thd/ hasq columns consisting of the firgteigen- ~ Another set of 1419 word lattices produced by the AGS sys-
vectors of P PT while V' is made with the firsy eigenvec-  tem was arbitrarily splitin a 1000 lattices development cor-
tors of PT P. pusD and a 419 lattices test corpiis Furthermore, the test
Matricesl/, S andV are computed with an iterative pro-  corpus?” has been split in two set§:* which contains the
cedure as proposed in [8] for a valuegothosen inasucha 280 lattices for which the correct transcription is a sequence
way thatsg /s, (with s, theg-th singular value) approximate of words that corresponds to an existing path in the lattice
103, which has been found to be a reasonable CompromiseandT_ which contains the 120 remaining lattices. We wiill
between accuracy and computational complexity. present the results according to these two corpus because
Matrix P is, in our case, a matrix having rows corre- OUr aim is to precisely evaluate the gain of our rescoring
sponding to words and columns to histories. It can be usedmethod when all the information is available in the lattice
to find the transformation for mapping word and history Produced by the first decoding process. Table 1 shows the
vectors into the reduced space. baseline performances &fon the three corpor&, 7'+ and
Let P = {p;;} be al x J matrix where the generic 1~ -
element{p;; } represents the count of observations of word
W; inthe context of history;. The:-th row of matrix? is a
vector whose/ elements are the counts«of in all possible
histories.
Vector P; can be represented in reduced space by vector
R; obtained as follows:

corpus| T T+ T~
WER | 27.12| 11.26 | 50.81

Table 1 Results of the baseline systédsn

The poor results obtained @it lead us to consider that,
. with more than50% WER, these sentences should be re-
Ry =U"F (3) jected by the dialogue system. For this reason we will focus



on the results obtained &t . corpus T Tt T
WER 26.95 10.53 51.14

gain | +0.6% | +6.5% | —0.6%

4. DATA AUGMENTATION BASED ON DISTANCES

BETWEEN WORD REPRESENTATION Table 2. Results of the quasi-K nearest histories augmenta-
tion: A;

Let ¢;; be the count of times the word; has been really

observed in the adaptation data in the context of histgry

Leta;; be the count for the same word and history, but after i _
data augmentation. L&t?(¢) be the set of vectors repre- Chosen:K = 77, D = 1. The results are presented in
senting the histories having distance lower than a thresholdtable 2 .

6 from the vectors representirtg in the reduced space,. Wlth these types of count adaptation, some of the con-
Let 42, be the distance between vectors representing histo-Straints that should hold between row and column marginal
riesh; andhy in reduced spac,. The augmented count ~COunts may no longer hold. Even if in practice, the discrep-

a;; of the sequence;w; is obtained assuming a histohy ancy is small between the sum of counts for a word row
similar to ; contributes to the counts of the sequehge; and the sum of counts in the column corresponding to the
in a way that depends on a degree of similarity between theS@me word considered as history, it is possible to reestab-
two historiesh; andhy: lish constraint satisfaction. Details are omitted for the sake
of brevity.
aij = cij+ y_ cin x f(d3) (4) 5. ADAPTATION WITH WEIGHED COUNT
B AUGMENTATION ON SELECTED HISTORIES
with: hy € I'3(0) In [1], it is shown that MAP adaptation of LM probabilities

The degree of similarity is expressed by a functigd;, ) can be performed by a linear interpolation of the a-priori

of the distance between the representations of the two histoPProbabilities provided by the general LM and the probabili-
fies. The functiory (d,) should be equal towhend?. = 0 ties obtained with the adaptation corpus. The same idea can

houl . bl . be applied to bigram counts. Lef(w;,w;) cq(w;, w;) be
and should decrease witl}, . A reasonable assumption is the bigram counts, respectively, in the general corpus and

the following: in the domain adaptation corpus. An adaptation can be per-
formed by interpolation of the general model counts and the
f( Zak) — e (5) counts of the adaptation corpus. . ' '

Table 3 shows the results obtained by applying this method

whereD is a parameter that can be used for tuning the o all the histories of an LM trained with the corpus fraue

system. The Euclidian distance between each pair of historyMonde(g) using the training corpus of domain specifi§ (
vectors was computed in reduced space. The angle betweefata for adaptation.
each pair of history vector was also considered because it is

a8

used in Information Retrieval but it was abandoned because corpus| T T T
it produced poor results. WER | 26.95 | 11.04 | 50.38
A first experiment was performed using a function de- gain | +0.6% | +1.9% | +0.8%

fined by equation 5 withD = 1 with contribution from

all histories. Results did not show a strong improvement
with data augmentation, but suggested that history depen-
dent thresholds should be used. A number of different ideas Even if the results are better, the gain observed is rather

was considered. It was found that augmenting each bigramg,.; Nevertheless, larger improvements have been ob-
count with contributions only from thK nearest histories served by using counts from some specific histories tof

was effective. It may happen, that, for a givEn there are 5,y ment counts for the same historieslofn fact, adapted
many histories with very close distances w.r.t. ffx¢h one. and augmented counts can be expressed as follows:
Consequently, contributions from all these histories were

also considered after having empirically selected a thresh-

Table 3. Results of the global interpolationt

old for considering distances to be practically equivalent. ca(wi, w;) = a(w;) x cg(wi, w;) + cq(wi, w;)  (6)
. . . . a (Rt} J g [EERas} 1y 7
Let us call this approachuasi-K nearest histories
The parameterd’ and D have been calculated on the The same type of data augmentation is applied to the

development corpus, and the following values have beencounts of all words having a given history, while the type



of augmentation proposed in the previous section was ap-not always lead to a big reduction in WER because its im-

plied to each word count, using contributions from different pact depends on the quality of the acoustic scores. Never-

histories. The two types of augmentation are thus comple-theless, data augmentation and count reuse makes it possi-

mentary. ble to train different LMs for different dialogue situations
Selecting the histories to be used for augmentation iswith greater accuracy. These LMs can be used in a rescor-

crucial. There are histories represented, for example, bying phase and new decision algorithms can be conceived

pronouns, for which the words which may follow have to based on the results obtained with different LMs. Decision

satisfy certain constraints, like, in French gender and num-making in presence of hypotheses generated by different,

ber. Itis possible that some of the words satisfying the con- competing models applied just on a trellis of hypotheses

straints are not observed in thecorpus, but are present in  emerges now as a promising research direction.

the g corpus. These words should have a probability higher

than the one obtained with back-off methods, but somehow 7. REFERENCES
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