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ABSTRACT

This paper describes a method for implementing immersive

audio rendering filters for single or multiple listeners and loud-

speakers. In particular, the paper is focused on the case of

single or two listeners with different loudspeaker arrays to

determine the weighting vectors for the necessary FIR and IIR

filters using the LMS (least-mean-squares) adaptive inverse

algorithm. It describes transform-domain LMS adaptive inverse

algorithm that is designed for crosstalk cancellation necessary

in loudspeaker-based immersive audio rendering. Specifically,

each weighting vector of the inverse filter is generated based on

psychoacoustic critical band filters and uses the LMS adaptive

inverse algorithm to improve performance in the sensitive

frequency bands. We also investigate the sensitivity of the

listening position under different number of listeners and loud-

speakers with various loudspeaker geometries. Performance is

measured based on the ipsilateral signal to contralateral signal

(crosstalk) ratio that results from the different filter types with

and without psychoacoustic critical band filtering.

1. INTRODUCTION

An important issue in the immersive audio rendering is the

reproduction of 3-D sound fields that preserve the desired

spatial location, frequency response, and dynamic range of the

sound. There are two general methods for 3-D audio rendering

that can be categorized as headphone reproduction and

loudspeaker reproduction [1]. Head-related binaural recording,

or dummy-head stereophony methods, attempt to accurately

reproduce at each eardrum of the listener the sound pressure

generated by a set of sources and their interactions with the

acoustic environment [2]. Transaural audio is a method used to

deliver binaural signals to the ears of listeners using multiple

loudspeakers. The basic idea is to filter the binaural signal such

that the subsequent stereo presentation produces binaural

signals at the ears of the listener. The technique was first put

into practice by Schroeder and Atal [3, 4] and later refined by

Cooper and Bauck [5], who first referred to it as “transaural

audio”. Previous research [5, 7, 9, 12] shows the theoretical and

practical methods for generalizing crosstalk cancellation filter

design using matrix formulation. In the work of Cooper and

Bauck [12] further conceptual ideas were discussed for

developing transaural systems for multiple listeners with

multiple loudspeakers. Nelson et al [7] and J.-S. Lim et al [9]

showed the equalization of multichannel sound reproduction

systems using LMS adaptive algorithm for a listener using two

loudspeakers or two listeners using four loudspeakers in a

symmetric or non-symmetric environment. As the eigenvalue

spread of the input autocorrelation matrix increases, the

convergence speed of LMS for multichannel adaptation is too

slow. To solve this problem, algorithms such as DFT/LMS and

DCT/LMS (discrete Fourier and discrete cosine transform-

LMS), which attempt to decorrelate the inputs by preprocessing

them with a transformation that is independent of the input

signal, have been proposed. In this paper we present results

from three crosstalk cancellation filter design approaches based

on the LMS adaptive inverse algorithm, the normalized

frequency domain adaptive filter (NFDAF) LMS inverse

algorithm, and a multirate critical band adaptive inverse

algorithm.

2. CROSSTALK CANCELLATION FILTER
DESIGN

A typical two-loudspeaker listening situation is shown in

Figure 1, where XL and XR are the binaural signals sent to the

speakers (S1 and S2), and EL and ER are the signals at the

listener’s ears. The system can be fully described by the matrix

equation
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Fig. 1. Geometry and signal paths from input binaural

signals to ears that shows the ipsilateral (solid) and

contralateral (dashed) signal paths.



where A, B, C, and D are transfer functions (vectors) from

speaker (S) to ear (E). If X is the binaural signal, we need to

deliver the left channel binaural signal XL to EL, the right

channel binaural signal XR to ER, and eliminate the unwanted

crosstalk terms. If the above definition is satisfied, matrix

equation (1) is formulated as follows

For optimum performance the matrix product of the transfer

function and the inverse matrix (crosstalk cancellation filter)

should be the identity matrix

From matrix equation (3), the matrix H
-1

 is

where, W is the weight vector.

3. ADAPTIVE INVERSE CONTROL FILTER

The first crosstalk canceller described is implemented using the

LMS adaptive inverse algorithm [6]. We need to rearrange

matrix equations (2) and (4) based on the adaptive inverse

algorithm for multiple channels [7, 8, 9] as follows:

If the weight vector W is the optimum crosstalk canceller, the

signal E delivered to each ear is exactly the same signal as the

input binaural signal X. Equation (5) is modified as follows

where, AW1+BW2 and CW3+DW4 are the ipsilateral transfer

functions, and AW3+BW4 and CW1+DW2 are the contralateral

transfer functions (crosstalk). Equation (6) can be separated

into matrix product of crosstalk canceller and other vectors

Equation (7) can be formulated as shown in Figure 2 and the

weight vectors are updated as follows

Each error is:

In Figure 2, d(n) could simply be a pure delay, say of M

samples, which will assist in the equalization of the minimum

phase components of the transfer function matrix in equation

(7). The inclusion of an appropriate modeling delay

significantly reduces the mean square error produced by the

equalization process. The filter length, as well as the delay M,

can be selected based on the minimization of the mean squared

error. This method can be used either off-line or in real time

according to virtual sound position and movement of the

listener’s head. The weight vector (crosstalk cancellation filter)

can be chosen to be either an FIR or an IIR impulse sequence.

4. TRANSFORM DOMAIN ADAPTIVE INVERSE
CONTROL FILTER

Frequency domain implementations of the LMS adaptive filter

have several advantages over time domain implementations

that include improved convergence and reduced computational

complexity. In practical implementations of frequency domain

LMS adaptive filters, the input power varies dramatically over

the different frequency bins. To overcome this, the NFDAF

LMS inverse algorithm can be used estimating the input power

in each frequency bin. The power estimate was included
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Fig. 2. LMS block diagrams for the estimation of the

crosstalk cancellation filter.
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directly in the frequency domain LMS algorithm [10]. Our

adaptive inverse filter algorithm in Figure 2 is modified in the

frequency domain using the overlap-save method NFDAF LMS

inverse algorithm [11], which is shown in Figure 3. The general

form of FDAF algorithms can be expressed as follows:

in which the superscript H denotes complex conjugate

transpose. The time-varying matrix µ(k) is diagonal and it

contains the step sizes µm(k). Generally, each step size is varied

according to the signal power in that frequency bin. In our

crosstalk cancellation filter implementation:

where Pn(k) is an estimation of the signal power in the n
th

 input

signal.

Pn(k) and Cn(k) are vectors composed of N (vector size)

different bins. λ=1-α is a forgetting factor.

6. RESULTS

We implemented crosstalk cancellation filters using the

algorithms described above. The value of the delay M and tap

size of each FIR filter in the adaptive algorithm were chosen so

as to minimize adaptation error and make the FIR filter causal.

The training data used for each adaptive algorithm were

random noise signals with zero mean and unity variance that

include frequency range between 200 Hz and 10 kHz. The

performance of crosstalk canceller was measured based on the

equation (6). We have found that the desired characteristics in

the frequency domain for the ipsilateral and contralateral signal

transfer functions require that the magnitude response of

ipsilateral signal transfer functions in the frequency domain

should have  A(ω)W1(ω) + B(ω)W2(ω)  = 1, and

 C(ω)W3(ω) + D(ω)W4(ω)  = 1 for lossless signal transfer in

the expected frequency band. The ipsilateral signal transfer

function should be linear phase: ∠ [A(ω)W1(ω) + B(ω)W2(ω)]

= exp(-jnω), and ∠ [C(ω)W3(ω) + D(ω)W4(ω)] = exp(-jnω).

The magnitude response of contralaterall signal transfer

functions should be  A(ω)W3(ω) + B(ω)W4(ω)  = 0, and

 C(ω)W1(ω) + D(ω)W2(ω)  = 0 for perfect crosstalk

cancellation. All of the requirements described above apply to

the frequency range between 200Hz and 10KHz.

Figure 4 presents typical results for the LMS adaptive inverse

algorithm. The magnitude response of the ipsilateral signal is

about 0dB in the frequency range between 200Hz and 10KHz

with linear phase. Therefore the desired signal can be

transferred from loudspeaker to ear without distortion. The

magnitude response of the contralateral signal is at least 20dB

below the ipsilateral signal in the same range. Figure 5 presents

the result of the normalized frequency domain adaptive filter

inverse algorithm. The magnitude response of ipsilateral signal

(11) (k)E(k)(k)X2G W(k) 1)W(k
Hµ+=+

(12)(k)])E
)(

(k)
(k)E

)(

(k)
(([(k) W 1)(kW

(k)]),E
)(

(k)
(k)E

)(

(k)
(([(k) W 1)(kW

(k)]),E
)(

(k)
(k)E

)(

(k)
(([(k) W 1)(kW

(k)]),E
)(

(k)
(k)E

)(

(k)
(([(k) W 1)(kW

2

8

8

1

4

4

44

2

7

7

1

3

3

33

2

6

6

1

2

2

22

2

5

5

1

1

1

11

⋅+⋅×+=+

⋅+⋅×+=+

⋅+⋅×+=+

⋅+⋅×+=+

kP

S

kP

S
ifftfft

kP

S

kP

S
ifftfft

kP

S

kP

S
ifftfft

kP

S

kP

S
ifftfft

HH

HH

HH

HH

µ

µ

µ

µ

)13(.)()1((k)P
2

n kCkP nn αλ +−=

Fig. 3. NFDAF LMS inverse algorithm block diagrams for

the estimation of the crosstalk cancellation filter.
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is about 0dB in the frequency range between 200Hz and

10KHz with linear phase. It has almost the same magnitude

response as Figure 4. However, the magnitude response of

contralateral signal is more than 40 dB below the ipsilateral

signal. From above results it is clear that the NFDAF LMS

inverse algorithm performs better and faster than the LMS

adaptive inverse algorithm.

7. CONCLUSION

In this paper we designed a generalized transaural crosstalk

cancelling filter to produce virtual sound source spatialization

through multiple loudspeakers. Each filter’s coefficients were

calculated using LMS inverse algorithms in time and frequency

domain. To increase the convergence speed and improve the

performance of the 3-D rendering effect, the frequency domain

can be divided into multi-bands based on the critical band

structure dictated by psychoacoustics. Crosstalk cancellation

filters in each critical band can be obtained using NFDAF. In

future work we will apply above algorithms to multiple

listeners and more than two loudspeakers.
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