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ABSTRACT

Learning user perceptionof an imageis a challengingissuein
interactive content-baseimageretrieval (CBIR) systems.These
systemsemploy relevancefeedbackmechanisnto learnuserper
ceptionin termsof asetof model-paramete@ndin turniteratively
improve theretrieval performanceSincethequantityof userfeed-
backis expectedio be small,learningthe users perceptioressen-
tially involvesparameteestimationwith very few trainingpoints.
We proposea novel, andmoreefficient methodfor relevancefeed-
backin this paper Contraryto existinggeometrianodel-basedel-
evancefeedbackmethodsthe proposedechniqueexplicitly uses
informationaboutirrelevantdatapointsto estimatehe parameters
of the model. This algorithmiteratively updatesthe parameters
of the similarity metric so asto fit the relevant exampleswhile
excluding the irrelevant ones. This is achiezed by modifying the
weightsassociatedvith the relevant examples. Experimentson
image and syntheticdatasetslemonstratehe retrieval effective-
nessof the proposedapproach.

1. INTRODUCTION

Popularcontent-basenageretrieval (CBIR) systememploy rel-
evancefeedbackechniquego capturetheinherentsubjectvity of
users perception. The prevalentideais to assumea model de-
scribing the users perceptionin a featurespace,and iteratively
refine the model-parameterbasedon users preferenceon a set
of currentlyretrievedimages. The goodnes®f a relevancefeed-
backalgorithmmay be measuredn termsof haw quickly (in less
numberof iterations)herelevantimagescanberetrievedfrom the
databaséor auser

Relevancefeedbackalgorithmscan broadly be classifiedas
geometric,i.e., similarity metric-baseda distancemetric is de-
rived and usedto retrieve databasémagesclosestto the query
image)andprobabilisticapproache§l](a probability distribution
over the feature-spac®f imagesis derived so that the regions
aroundrelevant imageshave higher probability). Sincethe user
cannotbe expectedo provide large quantityof feedbackthe pro-
cessof iteratively learningthe userperceptioninvolvesparameter
estimationwith avery few trainingsamplesThefocusof this pa-
peris onanew similarity-basedelevancefeedbackechniquehat
explicitly usesinformation aboutirrelevant examples(according
to auser).

Finding a similarity metric given a setof positive examples
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hasbeenwell studiedin the past. The mostcommonlyusedsim-
ilarity metric hasbeenthe quadraticdistanceor the Mahalanobis
Distance, definedas,

d(z,p) = (z — p)"Q(x — p) wherez, . € R? . 1)

In theimageretrieval contet, = andy arefeaturevectorsassoci-
atedwith two images.Giventhe users preferenceon a setof im-
agestheparameterg and@ areestimatedy canbeconsidereds
anestimateof thequerytheuserhasin mindand( capturesorre-
lation betweerfeatures Theapproachepresentedh theliterature
differ asto the type of the matrix @ thatis assumed MARS [2]
assumed diagonal@ andhencecould not capturequerieswhere
two or morefeaturecomponentsre correlatedas per users per
ception.MindReadef3] usingafull Q formulatedthe problemas
thatof estimatingu and@ to minimizetheaveragedistanceof the
relevantimagesfrom p. In [4] Rui et al. proposea block diago-
nal @ to avoid thedifficulties of estimatinga full Q matrix from a
smallnumberof examples.In mostof the abore approachesnly
therelevantexampleshave beenusedto derive the similarity met-
ric. MARS usednegative examplesto modify the learnedquery
vector(u).

The approachesliscussedabove requirethe userto specify
weightsfor eachrelevant exampleto indicateits degreeof rele-
vance.Thisis notaneasytaskfor theuser sinceassigningveights
impliesthatthe userbe ableto rankthe examples.Recentlyauto-
matedtechniquedor obtainingtheseweightshave beenproposed
Thesetechniquegequirethe userto specifythat a particularex-
ampleis either relevant or irrelevant, the systemautomatically
chooseghe weightsbasedon this information. One suchtech-
nigue hasbeenproposedin Hong [5]. The proposalis to train
a SupportVector Machine(SVM) to classifythe relevantfeature
vectorsfrom the non-rel&ant ones. The outputof the classifier
for eachrelevantexampleis usedasits weight. The outputof the
SVM classifiergivesthe distanceof the input featurevectorfrom
the separatindiyperplanen atransformediomain.Weighingthe
examplesusingthis distanceto estimatea quadraticmetric may
not be meaningfulin the original space.Also, the authorsdo not
addresshe issuesassociatedvith usinga small training setob-
tainedfrom theusers feedbackn traininga SVM classifier

Ourapproactexplicitly usesuserprovidednegative examples
to weigh the relevant examples. The proposedalgorithm begins
with unit weightsassignedo all the relevant examples. In each
iteration, the parameter®f a similarity metric are estimatedus-
ing the currentweights. Theweightsfor therelevantexamplesare
updatedusing their quadraticdistancesrom the negative exam-
ples.Theiterationis stoppedvhenthe estimatedsimilarity metric



enclose®nly relevantexamples.

2. PROPOSED TECHNIQUE

2.1. Overview of theimageretrieval system

The databaseonsistsof imagesand their correspondindeature
vectors. The retrieval algortithmin our systemusesa distance
metricbasedsimilarity measureln oneiterationof relevancefeed-
back, given an estimateof the target query andthe distancemet-

ric, the distancef the featurevectorsin the databasdrom the

estimatedquery are computed. The imagesin the databasere
ranked in increasingorder of their distances.A fixed numberof

toprankedimagesarethenshavn to theuser Theuserthenlabels
imageswhich heconsiderselevantaspositive examples andthose
segmentswhich he feelsunimportantor unacceptablasnegative

examples. The featurevectorscorrespondingo theseimagesand
their associatethbelsareusedby theretrieval algorithmto obtain
anew estimatef the target queryandthe distancemetric. This

completeghe relevancefeedbacKoop. The aim of the systemis

to maximizethenumberof relevantimagesetrievedusinga small

numberof relevancefeedbacksteps.

Theretrieval algorithmusesthe similarity metric proposedn
Rui et al. [4]. This formulationis briefly describedhere. Let
x; € RP representhe featurevectorfor the " image. In mary
systemshefeatureccomefrom differentclassegex. shapecolor,
texture). Hencez; canbeexpandedasz; = [z;1, Zi2...Zic]|. Here
x;; iS a vector representindeaturesfrom the jt* featureclass,
|zij| = p; the numberof componentsn this class. Let X"
and X" representhe setof relevant and non-releant examples.
w" € RX"! representheweightsassociatesvith therelevantex-
amples.Let D representhe featurevectorsin the databaseThe
distanceof anexamplez € D given X", X" andtheweightsw”
is computedas

d(z, X", w") = (& — )" Qz — p) 2
whereu € R? representshetargetconcepigivenby,

r
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Thep x p sizedmatrix Q) is assumedo beblock diagonal,
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C; is the covariancematrix for the4** featureclass givenby
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In theabove formulation,the weights(w™) areassumedo be
provided by theuser As notedearlierthis is not userfriendly. We
next describeour algorithmto determinetheseweightsautomati-
cally.

2.2. Algorithm to assign weightsto relevant examples

Our algorithmupdatesheweights(w”) andthe parametersf the
similarity metric iteratively, so that the ellipsoidsrepresentedy
the successie similarity metricsbettercapturethe positive exam-
pleswhile excluding negative ones.The pseudocodeis shavn in
Fig.(1). The algorithm begins by initializing all the weightsw;
to one,i.e. initially all therelevantexamplesareconsideredo be
equally important. In eachiteration, the parameter®f the sim-
ilarity metric (1 and Q) usingthe currentweight vectorw” are
determinedThedistance®f therelevantandthenon-rel@antex-
amplesfrom the learnedtarget concept(u) are determinedusing
(2). Let z;,,, denotethe farthestpositive examplehaving a non-
zeroweight anddy,, . beits distancdrom p. Let £ betheellipsoid
definedby (i, @) andhaving aradiusd;,,, . Let X7, represent
the setof negative exampleswhich fall insidetheellipsoid€. The
aim of the algorithmis to modify the parametergu, Q) in each
iterationto reducethe numberof suchexamples.This is achieved
asfollows. The weight of the farthestpositive examplezy, o, IS
setto 0. The weightsof the other positve exampleswith non-
zeroweightsare updatedas the sumof their quadraticdistances
from the examplesin X7;,.,. The updatedweightsarethenused
to obtaina new estimateof the similarity metric parameterand
theiterationproceedsTheiterationstopswhenthe sizeof X /..,
becomegzero.

The algorithm proceedsby remaving a positive examplein
eachiteration. This positve exampleis consideredan "outlier”
sinceits inclusionin the estimationof the similarity metricresults
in nggative examples(X..,,) having smallerdistanceghan pos-
itive examples. This would lead to the examplesin X/,., being
retrieved againin the next iteration. To avoid this, the remaining
relevantexamplesareweightedby their cumulatve distance$rom
examplesin X7, . Hence the metricestimatedn the next itera-
tion is forcedaway from X2, .

The algorithm stopswhen either of the following conditions
aresatisfied:

1. Thereexist no negative examplesinside £, i.e. X}, is
empty We have achieved our objective of determiningthe
parametergu, Q) to bestfit the setof relevant examples
andexcludingtheirrelevantexamples.

2. The numberof non-zero weighted positive examplesis so
smallthatsomeof the matricesC; in (4) becomesingular
Thishappensvhenthenumberof positive examplesaretoo
smallor whenthey aredistributedin theimagespace.

The algorithmis greedyin naturesincethe farthest positive
exampleis removedin everyiteration.Othermethodso searcHor
the bestsubsebf relevantexamplescanalsobe emplgyed. Jolion
[8] describearandomsamplingbasedapproach.

3. EXPERIMENTS

Theeffectivenes®f theproposedlgorithmis experimentallydemon-
stratedusingartificially generatediataandon imagesfrom Corel
datasetln thefirst experimentwe demonstratéow thealgorithm
learnsthe similarity metric on a syntheticdataset. The dataset



Input: X", X" therelevantandnon-releantexamples.
Output) andy parametersf similarity metric.
Let ming bethedimensionof thefeature
classwith smallesnumberof components;
Letw” € RX w" =1;
while (1) {
CalculateQ(X", w") using(4);
Calculateu (X", w™) using(3);
x:na:c = argmax{mexr}{d(x, XT: wr)}
whered givenby (2)
Aoz = ATmaz, X" w");
Xpew ={z:z € X", d(z,X",w") < dpaz}i
if (| X%ew| = 0) break;
wr[mrmam] =0
0 if(w; = 0)
2 Xz, d(z7,y) otherwise
d(z,y) = (z — )" Q(z —y)
if ([{w] : wi!=0} < ming)
break;

w; =

return@ andp.

Fig. 1. Proposedlgorithmfor obtainingthe similarity metric.

contains24 relevant and 25 non-releant examples. The ellipses
representinghe similarity metricslearnedby thealgorithmareas
shawvn in Fig.(2). Theellipselearnedn thefirst iterationencloses
11 non-rel@antexampleswvhichreducedo zeroafter13 iterations.
Theaim of the secondexperimentis to demonstrateetrieval
performancen a relevancefeedbackoop. We comparethe per
formanceof our algorithmwith Rui’'s [4] methodon anartificially
generatedlatasetThe examplesfor the 2-d datase{Fig.(3)) were
generatediniformly inside{[0,1],[0,1]}. A randomlyorientedel-
lipsoid centeredat (0.5, 0.5) wasthengeneratedExamplesnside
theellipsoidwerethenlabelledasrelevant. Thereare189relevant
and 811 non-releant examples. The experimentthen simulates
the relevancefeedbacKoop. In thefirst iteration,thelearningal-
gorithmoutputsa Euclidearmetriccenteredatarandomlychosen
point. The retrieved examplesare labelled. The learningalgo-
rithm usestheselabelledexamplesto outputa similarity metric.
This metric is thenusedto rank the examplesin the dataset. A
fixed number(100) of top ranked examplesare chosen their la-
belsdeterminedandinput to the learningalgorithm. Figs.(7)and
(8) shaws the ellipsoidsrepresentingimilarity modelslearnedoy
Rui's algorithmandour algorithm. It is clearthatour algorithmis
ableto capturetherelevantexamplesin the 6" iteration,whereas
even at the 9th iteration, Rui’s algorithm capturesonly a part of
therelevantexamples.This canalsobe seenin the Fig.(4), which
plots the numberof relevant examplesamongthe top 100 ranked
examplesby thetwo algorithmsat successie iterations.

Our relevancefeedbackbasedretrieval algorithmwasimple-
mentedn theiPUREframework [6],[7]. IPUREis asegmentation-
basedimageretrieval system. We used2000imagesfrom Corel
stockimage dataset. The databases composecdof featuresex-
tractedfrom segmentsof theseimages. The featurevectorrepre-
sentinga segmentcompriseof Color (LUV), position (centroid),
size(numberof pixels) andshapgshapemoments)In eachitera-
tion of relevancefeedbackheuseris shavn imagescorresponding
to 50 segmentsfound to be mostrelevant by the retrieval algo-
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Fig. 2. lterative learningof similarity metric on a synthetic2-d
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Fig. 3. Datasetto demonstrate Fig. 4. Comparisorof retrieval
improvementin relevancefeed- performance.
backloop.

rithm. areshawvn in Figs.(5)and(6) comparesheretrieval perfor

mancefor catgory searchof our algorithmwith Rui’s algorithm.
Our algorithmshaws rapidimprovementsover Rui's algorithmin

theinitial iterations,i.e. our algorithmcaptureghe users percep-
tion faster

4. CONCLUSIONS

In this paperwe proposea novel geometricsimilarity basedrele-
vancefeedbackechniqueto effectively incorporaterrelevant ex-
amples. Improvementin retrieval performanceis demonstrated
throughexperimentsconductedon artificially generatecandim-
agedatasets.
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