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ABSTRACT

Learninguserperceptionof an image is a challengingissuein
interactive content-basedimageretrieval (CBIR) systems.These
systemsemploy relevancefeedbackmechanismto learnuserper-
ceptionin termsof asetof model-parametersandin turniteratively
improvetheretrieval performance.Sincethequantityof userfeed-
backis expectedto besmall,learningtheuser’s perceptionessen-
tially involvesparameterestimationwith very few trainingpoints.
Weproposeanovel, andmoreefficientmethodfor relevancefeed-
backin thispaper. Contraryto existinggeometricmodel-basedrel-
evancefeedbackmethods,theproposedtechniqueexplicitly uses
informationaboutirrelevantdatapointsto estimatetheparameters
of the model. This algorithm iteratively updatesthe parameters
of the similarity metric so as to fit the relevant exampleswhile
excluding the irrelevant ones. This is achieved by modifying the
weightsassociatedwith the relevant examples. Experimentson
imageandsyntheticdatasetsdemonstratethe retrieval effective-
nessof theproposedapproach.

1. INTRODUCTION

Popularcontent-basedimageretrieval (CBIR) systemsemploy rel-
evancefeedbacktechniquesto capturetheinherentsubjectivity of
user’s perception. The prevalent idea is to assumea model de-
scribing the user’s perceptionin a featurespace,and iteratively
refine the model-parametersbasedon user’s preferenceon a set
of currentlyretrieved images.Thegoodnessof a relevancefeed-
backalgorithmmaybemeasuredin termsof how quickly (in less
numberof iterations)therelevantimagescanberetrievedfrom the
databasefor a user.

Relevancefeedbackalgorithmscan broadly be classifiedas
geometric,i.e., similarity metric-based(a distancemetric is de-
rived and usedto retrieve databaseimagesclosestto the query
image)andprobabilisticapproaches[1](a probabilitydistribution
over the feature-spaceof imagesis derived so that the regions
aroundrelevant imageshave higherprobability). Sincethe user
cannotbeexpectedto provide largequantityof feedback,thepro-
cessof iteratively learningtheuserperceptioninvolvesparameter
estimationwith a very few trainingsamples.Thefocusof this pa-
peris onanew similarity-basedrelevancefeedbacktechniquethat
explicitly usesinformationaboutirrelevant examples(according
to a user).

Finding a similarity metric given a setof positive examples�
Authorperformedthework asaninternat IBM IndiaResearchLab.

hasbeenwell studiedin thepast.Themostcommonlyusedsim-
ilarity metrichasbeenthequadraticdistanceor theMahalanobis
Distance, definedas,�������
	���
�������	�������������	��

where
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(1)

In the imageretrieval context,
�

and
	

arefeaturevectorsassoci-
atedwith two images.Giventheuser’s preferenceon a setof im-
ages,theparameters

	
and

�
areestimated.

	
canbeconsideredas

anestimateof thequerytheuserhasin mindand
�

capturescorre-
lationbetweenfeatures.Theapproachespresentedin theliterature
differ asto the type of the matrix

�
that is assumed.MARS [2]

assumeda diagonal
�

andhencecouldnot capturequerieswhere
two or morefeaturecomponentsarecorrelatedasper user’s per-
ception.MindReader[3] usinga full

�
formulatedtheproblemas

thatof estimating
	

and
�

to minimizetheaveragedistanceof the
relevant imagesfrom

	
. In [4] Rui et al. proposea block diago-

nal
�

to avoid thedifficultiesof estimatinga full
�

matrix from a
smallnumberof examples.In mostof theabove approachesonly
therelevantexampleshave beenusedto derive thesimilarity met-
ric. MARS usednegative examplesto modify the learnedquery
vector(

	
).

The approachesdiscussedabove requirethe userto specify
weightsfor eachrelevant exampleto indicateits degreeof rele-
vance.Thisis notaneasytaskfor theuser, sinceassigningweights
implies thattheuserbeableto ranktheexamples.Recentlyauto-
matedtechniquesfor obtainingtheseweightshave beenproposed
Thesetechniquesrequirethe userto specify that a particularex-
ample is either relevant or irrelevant, the systemautomatically
choosesthe weightsbasedon this information. One suchtech-
nique hasbeenproposedin Hong [5]. The proposalis to train
a SupportVectorMachine(SVM) to classifythe relevant feature
vectorsfrom the non-relevant ones. The outputof the classifier
for eachrelevantexampleis usedasits weight. Theoutputof the
SVM classifiergivesthedistanceof theinput featurevectorfrom
theseparatinghyperplanein a transformeddomain.Weighingthe
examplesusing this distanceto estimatea quadraticmetric may
not bemeaningfulin theoriginal space.Also, theauthorsdo not
addressthe issuesassociatedwith usinga small training setob-
tainedfrom theuser’s feedbackin traininga SVM classifier.

Ourapproachexplicitly usesuser-providednegativeexamples
to weigh the relevant examples. The proposedalgorithmbegins
with unit weightsassignedto all the relevant examples. In each
iteration, the parametersof a similarity metric areestimatedus-
ing thecurrentweights.Theweightsfor therelevantexamplesare
updatedusing their quadraticdistancesfrom the negative exam-
ples.Theiterationis stoppedwhentheestimatedsimilarity metric



enclosesonly relevantexamples.

2. PROPOSED TECHNIQUE

2.1. Overview of the image retrieval system

The databaseconsistsof imagesand their correspondingfeature
vectors. The retrieval algortithm in our systemusesa distance
metricbasedsimilarity measure.In oneiterationof relevancefeed-
back,given an estimateof the targetqueryandthedistancemet-
ric, the distancesof the featurevectorsin the databasefrom the
estimatedquery are computed. The imagesin the databaseare
ranked in increasingorderof their distances.A fixed numberof
toprankedimagesarethenshown to theuser. Theuserthenlabels
imageswhichheconsidersrelevantaspositive examples andthose
segmentswhich hefeelsunimportantor unacceptableasnegative
examples. The featurevectorscorrespondingto theseimagesand
theirassociatedlabelsareusedby theretrieval algorithmto obtain
a new estimatesof the targetqueryandthedistancemetric. This
completesthe relevancefeedbackloop. Theaim of thesystemis
to maximizethenumberof relevantimagesretrievedusingasmall
numberof relevancefeedbacksteps.

Theretrieval algorithmusesthesimilarity metricproposedin
Rui et al. [4]. This formulation is briefly describedhere. Let��!��#"%$

representthe featurevectorfor the &('�) image. In many
systemsthefeaturescomefrom differentclasses(ex. shape,color,
texture).Hence

�*!
canbeexpandedas
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is a vector representingfeaturesfrom the 9:'�) featureclass,; � ! 8 ; 
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the numberof componentsin this class. Let >@?

and >�A representthe setof relevant andnon-relevant examples.B ? �@"�C DFE2C representtheweightsassociatedwith therelevantex-
amples.Let G representthe featurevectorsin thedatabase.The
distanceof anexample

�H� G given > ? , >�A andtheweights B ?
is computedas������� > ? � B ? ��
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is assumedto beblock diagonal,
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TheweightsX 8 for thefeatureclassesaregivenby,
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In theabove formulation,theweights( B ? ) areassumedto be
providedby theuser. As notedearlierthis is notuserfriendly. We
next describeour algorithmto determinetheseweightsautomati-
cally.

2.2. Algorithm to assign weights to relevant examples

Our algorithmupdatestheweights( B ? ) andtheparametersof the
similarity metric iteratively, so that the ellipsoidsrepresentedby
thesuccessive similarity metricsbettercapturethepositive exam-
pleswhile excludingnegative ones.Thepseudocodeis shown in
Fig.(1). The algorithmbegins by initializing all the weights B ?!
to one,i.e. initially all therelevantexamplesareconsideredto be
equally important. In eachiteration, the parametersof the sim-
ilarity metric (

	
and

�
) using the currentweight vector B ? are

determined.Thedistancesof therelevantandthenon-relevantex-
amplesfrom the learnedtarget concept(

	
) aredeterminedusing

(2). Let
� ?oqp.N denotethefarthestpositive examplehaving a non-

zero weight and
� ?orp.N beits distancefrom

	
. Let s betheellipsoid

definedby
�t	��u�v�

andhaving a radius
� ?orpcN . Let >@AAkw�x represent

thesetof negative exampleswhich fall insidetheellipsoid s . The
aim of the algorithmis to modify the parameters

�t	K�/�S�
in each

iterationto reducethenumberof suchexamples.This is achieved
as follows. The weight of the farthestpositive example

� ?orp.N is
set to 0. The weightsof the other positive exampleswith non-
zeroweightsareupdatedas the sumof their quadraticdistances
from the examplesin > AAkw
x . The updatedweightsarethenused
to obtaina new estimateof the similarity metric parametersand
theiterationproceeds.Theiterationstopswhenthesizeof > AAkw
x
becomeszero.

The algorithm proceedsby removing a positive example in
eachiteration. This positive exampleis consideredan ”outlier”
sinceits inclusionin theestimationof thesimilarity metricresults
in negative examples( >�AAkw�x ) having smallerdistancesthanpos-
itive examples.This would leadto the examplesin > AAyw�x being
retrieved againin thenext iteration. To avoid this, the remaining
relevantexamplesareweightedby theircumulativedistancesfrom
examplesin > AAkw
x . Hence,themetricestimatedin thenext itera-
tion is forcedaway from >�AAkw
x .

The algorithmstopswheneitherof the following conditions
aresatisfied:

1. Thereexist no negative examplesinside s , i.e. > AAkw�x is
empty. We have achievedour objective of determiningthe
parameters

�t	��u�v�
to bestfit the setof relevant examples

andexcludingtheirrelevantexamples.

2. The numberof non-zero weighted positive examplesis so
small thatsomeof thematrices

_ !
in (4) becomesingular.

Thishappenswhenthenumberof positiveexamplesaretoo
smallor whenthey aredistributedin theimagespace.

The algorithm is greedyin naturesincethe farthest positive
exampleis removedin every iteration.Othermethodsto searchfor
thebestsubsetof relevantexamplescanalsobeemployed. Jolion
[8] describea randomsamplingbasedapproach.

3. EXPERIMENTS

Theeffectivenessof theproposedalgorithmisexperimentallydemon-
stratedusingartificially generateddataandon imagesfrom Corel
dataset.In thefirst experiment,wedemonstratehow thealgorithm
learnsthe similarity metric on a syntheticdataset. The dataset



Input: >�? , > A therelevantandnon-relevantexamples.
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�
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parametersof similarity metric.
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Fig. 1. Proposedalgorithmfor obtainingthesimilarity metric.

contains24 relevant and25 non-relevant examples.The ellipses
representingthesimilarity metricslearnedby thealgorithmareas
shown in Fig.(2). Theellipselearnedin thefirst iterationencloses|y|

non-relevantexampleswhichreducesto zeroafter
|c�

iterations.
Theaim of thesecondexperimentis to demonstrateretrieval

performancein a relevancefeedbackloop. We comparethe per-
formanceof ouralgorithmwith Rui’s [4] methodonanartificially
generateddataset.Theexamplesfor the2-ddataset(Fig.(3))were
generateduniformly inside ~ [0,1],[0,1]

�
. A randomlyorientedel-

lipsoidcenteredat
� Y � �j� Y � �y�

wasthengenerated.Examplesinside
theellipsoidwerethenlabelledasrelevant.Thereare189relevant
and 811 non-relevant examples. The experimentthen simulates
therelevancefeedbackloop. In thefirst iteration,the learningal-
gorithmoutputsaEuclideanmetriccenteredata randomlychosen
point. The retrieved examplesare labelled. The learningalgo-
rithm usestheselabelledexamplesto outputa similarity metric.
This metric is thenusedto rank the examplesin the dataset.A
fixed number(

| YkY
) of top ranked examplesarechosen,their la-

belsdeterminedandinput to the learningalgorithm. Figs.(7)and
(8) shows theellipsoidsrepresentingsimilarity modelslearnedby
Rui’s algorithmandour algorithm.It is clearthatour algorithmis
ableto capturetherelevantexamplesin the �k'�) iteration,whereas
even at the �2��� iteration,Rui’s algorithmcapturesonly a part of
therelevantexamples.This canalsobeseenin theFig.(4),which
plots thenumberof relevantexamplesamongthe top

| YkY
ranked

examplesby thetwo algorithmsat successive iterations.
Our relevancefeedbackbasedretrieval algorithmwasimple-

mentedin theiPUREframework [6],[7]. iPUREis asegmentation-
basedimageretrieval system. We used2000 imagesfrom Corel
stock imagedataset. The databaseis composedof featuresex-
tractedfrom segmentsof theseimages.The featurevectorrepre-
sentinga segmentcompriseof Color (LUV), position(centroid),
size(numberof pixels)andshape(shapemoments).In eachitera-
tion of relevancefeedbacktheuseris shown imagescorresponding
to
� Y

segmentsfound to be most relevant by the retrieval algo-
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Fig. 2. Iterative learningof similarity metric on a synthetic2-d
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Fig. 4. Comparisonof retrieval
performance.

rithm. areshown in Figs.(5)and(6) comparestheretrieval perfor-
mancefor category searchof our algorithmwith Rui’s algorithm.
Our algorithmshows rapid improvementsover Rui’s algorithmin
theinitial iterations,i.e. our algorithmcapturestheuser’s percep-
tion faster.

4. CONCLUSIONS

In this paperwe proposea novel geometricsimilarity basedrele-
vancefeedbacktechniqueto effectively incorporateirrelevantex-
amples. Improvementin retrieval performanceis demonstrated
throughexperimentsconductedon artificially generatedand im-
agedatasets.
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