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ABSTRACT

Applying speetd technology in appliances available
around the world cannot restrict the functionality to a
ceatain languege. However, most of today’s text-
independent  verification systems based on Gaussan
mixture models, GMMs, use an adaptive gproach for
training the speaker model. This assumes that the world
model incorporates the same languege &s that of the target
speaker.

In this paper we investigate language mismatches between
the target spesker and the world model in a GMM spegker
verification system. Experiments performed with diff erent
world model langueges $owed major degradations, in
particular for Mandarin and Vietnamese when the target
speekers gpoke American English. Experiments with world
models trained on data poded from different languages
revealed only minor performance degradations.

1 INTRODUCTION

With today’s tedhnologies in the wireless communication
sedor the use of mobile devices is not restricted to one
courtry. The same mobile phone can be used all over
Europe and in future aound the world. This global market
requires that speed technology in such devices is not
restricted to a particular languege. In the spedfic task of
speeker verificaion multi-lingual use can cause difficulties
and may reduce the verification performance.

The language problem may not be important in text-
dependent spedker verificaion applications [1]. A
passvord phrase can be cosen by the user in any
languege. Text-dependent spedker verificdtion systems
crege templates for storing the phrase and therefore ae
able to process phrases from different languages.

In text-independent speeker verification systems the task is
sightly different. Gaussgan mixture models, GMMs [2],
are the preferred was of modelli ng the speed. The mixture
components do not represent a spedfic passwvord phrase

but the voice taraderistics of a spedfic person. The
speedr used to train these models is limited to a small
amount. A world model [3] is used in part to combat the
lak of training data. This world model describes the
global speedt space ad istrained using a large anount of
data. The speser model is then adapted from the world
model. In work published to date the language of the world
and spe&ker models have been the same. Therefore such a
spedker verificaion system may have patential short fals
when a spegker uses a language not used in the aedion of
the world model.

A major problem of carying out investigations into
languege mismatches is that no speeker reagnition
databases exist including target spedkers from different
langueges or spe&kers from a multi-lingual badground.
The lad of databases can be overcome when the principal
problem is reversed. An experimental setting is proposed
using speders from one spedfic language. The spedker
verification system incorporates world models from
different languages. The world models can be trained for
ead individual languege using databases for language
identification tasks [4]. These databases have the
advantage that the recordings were performed using the
same ewironment and therefore the same mismatch
between ead individual language and the spedkers exist.
The use of several langueges aso alows training one
world model with data pooled from all languages.

In this paper we mncentrate on world model training with
different languages to perform spegker verificaion
experiments. In the next sedion the databases are
explained in some details. Sedion 3 describes the speaker
verificaion system. Experimental results are given in
Sedion 4 and Sedion 5 concludes the experiments and
gives suggestions for further work.

2. DATABASES

Two dfferent databases were used for the experiments.
The NIST 1998 speer remgnition evaluation database
was used for training the spesker models and the NIST



1996 language identification development database was
used for world model training.

The NIST 1998 ditabase is part of the switchboard corpus
[5] and consists of 200 spekers of ead gender spesing
American Engdlish. Each spe&ker recrded two sesgons for
training purposes. Several sessons were recorded for
testing. Utterances were taken from ead test sesson with
three, ten and thirty seconds in length.

The NIST 1996 languege identificaion development
database is part of the Callfriend database [6] and contains

semnds from the same @rpus. Score normalisation was
performed by subtrading the world model score from the
spedker model score. More sophisticaed normalisation
techniques [10] were not used to avoid effeds from cohort
speekers, which introduce the possbility for another

language mismatch between target and cohort speakers.

21 World Model Training

The major issue discussed in this paper is the world model
training. Two approaches were used. The first approac
trained models for ead individua language separately.

speech material from twelve different languages. These areThe twelve world models were then used in turn for the

Arabic
American English
Farsi
French
German
Hindi
Japanese
Korean

9. Mandarin
10. Spanish

11. Tamil

12 Vietnamese

Nk~ wdE

About 35 minutes of speed were available for training
eadt language. Recordings were performed by an unkrown
number of spesers in their native languege. Both
databases are telephone quality sampled at 8kHz.

2. VERIFICATION SYSTEM

Fedure vedors were etraded using an LPC front-end
with a frame rate of 20ms and an adaptive energy detedor.
This front-end is part of the enhanced full rate speed
codecused in the GSM mobil e telephony standard [7]. The
LPC fedures were transformed to cepstral coefficients.
Channel normalisation was performed in the cepstral
domain by RASTA filtering [8]. First order derivatives
were cdculated from the channel normalised feaures. The
resulting feaure vedors of order 21 consisted of ten static
and ten dynamic and the first order derivative of the
RASTA filtered frame energy.

The datisticd modelling wed adaptive GMMs [2]. The
world model was trained on the Callfriend corpus whereas
the spegker models were alapted from the world model
using the switchboard database. Only the mean parameters
of the mixture components were used for the spedker
model [9]. Spesker models were trained using two minutes
of speed from two recording sessons, one minute from
eadt sesson. Tests were performed using uterances of ten

speaker adaptation and the verification experiments.

The second approach for world model training was to pod
all the training data from the different languages together.
A model was trained with all data, another model was
trained with a twelfth of the data from ead language. The
latter model is a straight comparison to the individual
language world models. Pooled models were trained for 64
and 256 mixture components due to the larger amount of
training data when pooling all languages together.

3. EXPERIMENTS

The experiments were based on test utterances where the
target spedker used the same phone number for training
and testing; the same number condition.

The first experiments were mnducted using the individual
languege world models with 64 mixture components. The
DET plots [11] in Figure 1 show the individual languages
in comparison to American English. This language is the
baseline due to no language mismatch between world and
spedker models. Large performance degradations were
obtained for a Vietnamese axd Mandarin world model
followed by Arabic, French, Tamil and Spanish. World
models trained on German, Hindi, Japanese and Korean
reveded similar performances compared to American
Engdlish. Surprisingly, the Farsi world model showed a
dight improvement over the baseline. The reason for this
effect is unknown.

The seaond set of experiments was performed using the
multi-lingual world models for model sizes of 64 and 256
components. Figwe 2 shows the performance
charaderistics for both model sizes. A degradation in
performance is e when the world model was trained
with al langueges and the same amount of training data &
the individual American English model. The performance
of the multi-lingual world model is smilar to the American
English when using all avail able data for training a multi-
lingual model. A dlight degradation was obtained for the
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Figurel: Verification Performances for Individual Language World Models

multi-lingual world model trained with al data and a size
of 256 components. This may be due to insufficient
training data.

4. CONCLUSIONS

In this paper the impad of language mismatches is
discused for text-independent spedker verificaion
systems. Languege is an issuie when using an adaptive
verification system incorporating a world model for
boastrapping the adaptation process The world model and
the target spesker may not necessrily be from the same
language.

Experiments were caried out using different languages to
train the world model wheress the target spekers were
taken from the switchboard corpus, a database in American
Engdlish. World models were dso trained with a pod of
training data covering several languages.

Results reveded large degradations for some languages, in
particular for Mandarin and Vietnamese. Some languages
performed similarly to American English. Test with multi-
lingual world models obtained no performance degradation

when enough data were available for world model training.

So far the work carried out for this paper was focused on
one target spe&ker language only due to the ladk of
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Figure2: Verification Performance of Multi-Lingual World Models

databases. More work must be caried out to obain
verificaion results of systems designed for severa
langueges. For this purpose new databases must be
colleced encompassng speders from different language
badkgrounds. This will |eal to a better understanding of
the impad of language on spedker verificaion
performance.
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