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ABSTRACT

We presenta new definition of datahiding capacitywhich

complementshe establishedheoryin thefield andproduces
practicalestimatesindermary attacks.We discusgherela-

tion betweerthe proposediefinition andthe currenttheoret-
ical work on datahiding capacity The definition proposed
is appliedto still imagesto estimatethe hiding capacityof a

particularimageunderattackssuchasJPEGcompressioand

additive noise.

1. INTRODUCTION

Datahiding is the art of embeddingapplication-orientedn-

formation,suchascaptionsandcopyrightnotice,in ahostsig-
nal without causinga perceptibledistortionto the host. Even
thoughthe definition of datahiding emphasizegmpercepti-
bility, the main challengeis to combinethis property with

robustnesdo adwersarialattackson the hiddensignal.

Data hiding can be modeledas the communicationbe-
tweentwo partiesunderthe cover of ahostsignal. Thetrans-
mitterembedsheapplication-orientethformationin thehost
signal; this compositesignal propagateshrougha channel
which modelsthe attacksof the hostile parties. At the de-
coder therecevedsignalis processedb extractthe hostdata
andthe hiddeninformation. With this modeling,we canuse
someinformationtheoreticatesultsto bringatheoreticafoun-
dationto thedatahiding problem.But animportantdifference
betweenthe two theoriesis that the attackchannelin data
hiding is in generalcarefully designedo remove the hidden
data,but in communicatiortheory the attackor noiseis al-
mostalways due to uncontrolledor accidentalbehaiour of
thecommunicatiorsystem.

If we list the main challengesf datahiding, we canin-
clude the following: the lack of completeunderstandingpf
the perceptiommechanismghedifficulty of attackmodeling,
thedifficulty of a metricdefinitionto measurdhe succes®f
aparticularmethodandthelack of afoundingtheoryfor data
hiding like the Shannorstheoryof communicatiorf1].

In this paper we presenta new definition for the capac-
ity of datahiding systemswvhich complementshetheoryset
forth in [2, 3, 4]. Furthermorethis definition gives practical
estimaten capacityin mary cases.The mainresultof the
paperis statedasfollows:

ConjectureTheamountof informationthatcanbeimper
ceptibly hiddenin a mediacarrieris the differencebetween

the bit rate usedin the compressiorof it andthe perceptual
entropy of thesignal.

A discussiorof theperceptuamethodsn multimediasig-
nal processingcan be foundin [5, 6]; applicationsof these
conceptsn thedatahiding context have beengivenin [7, 8].

Thetheoreticalapproacho datahiding hasbeeninitiated
by the recognitionof the analogybetweendata hiding and
the communicationchannelwhosestateinformationis only
known by thetransmittef3]. Thisanalogyhasbeenextended
by modelingthe datahiding processas a gamebetweenthe
information hider and the attacler [4]. Someof the earlier
work onthedefinition of the capacityhasalsorecognizedhe
game-theoretiapproactandresultedn simple,but neverthe-
lesselegantresults[2].

Veryrecently theduality betweersourcecodingwith side
information at the recever and data hiding (sourcecoding
with side information at the transmitter)has beenexplored
[9, 10]. A mathematicallyproven methodbasedon these
ideashasbeenproposedn [3].

In this paper we give a discussiorof the conjectureand
establisitherelationbetweerthe conjectureandthetheoreti-
cal resultsgivenby Moulin et. al. andChen[4, 3]. After the
exploration of this relation, we give someupperboundson
the datahiding capacityfor the digital imagesunderdiffer-
entattacks. The paperis concludedwith a discussiorof the
capacity-achieing conditionsandtheresultsof the computer
experimentsonimages.

2. DATA HIDING

Before the discussiorof the capacityproblem,we will give
a modelfor a generaldatahiding system. In Figure 1, the
hostsignalandthe hiddeninformation are representeavith
Z andw respectiely. Thesetwo signalsmay or may not be
independentiependingon the application. Thefirst block of
thetransmitteris the perceptuakourcecoder[5]. The output
of this block representshe perceptuallyrelevantcomponents
of the signalsasrepresentedby z, andw,. The next block
in thetransmitteris the datahiding block which combinesz,,
andw, in afashionthat signalz is perceptuallyindifferent
from Z andthe hiddensignalw is robustly protectedrom the
attacks.Thereforethis block senestwo purposesimpercep-
tible datahiding and attackcompensatiorfchannelcoding).
Attack on the compositesignal which can be deterministic
(compressionpr random(additive noise)is representedby
the channel.Finally, the channeloutputy is processedtthe



decodetto estimater andw. Dependingon theintendedap-
plication, the hostsignalmay or may not be availableat the
decoderThelattercasewhichis known asblind datahiding,
may bring moredifficulty to the decoderdueto theinfluence
of thehostsignalactingasanadditionalnoisesource.
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Fig. 1. A systemmodelfor datahiding

Datahiding problemwith this modelcanbe statedasthe
maximizationof therateof thesignalw (R, ), underthemax-
imumdistortionconstrainonz, while keepingtheprobability
of extractionerrorof the hiddeninformation(P(w # w)) at
anarbitrarily smallvalue.

We presentanexampleto clarify the detailsof themodel.
Let's assumehat# andw aretext messageshatis Z[n] is
the nth letter of a novel andw is the secrettext messagéo
beinsertedn thenovel. Thedistortionconstrainon x allows
usto changeat most1 letterout of 100lettersof the original
text. A morefrequentinsertion(deliberatetypo) will render
the text to be useless. Underthesecircumstancesthe first
block of the encodercompressemessagem their essentials
without ary loss: thatis, the redundang of the languagen
its structuresuchas grammay punctuationis removed. For
examplein Englishthe letter q is always followed with the
letter u. Thereforeit is possibleto remove all of the u let-
terscomingafterq’s. Similarly all of thevowelsin thenovel
canbereplacedvith dashesndanexperiencedeadershould
be ableguessall thevowels. An importantpointis thatafter
the perceptuatompressiontheinformationrateof text mes-
sagess reducedrom log»(27) bits/letter(26 alphabetetters
andspacecharacterjo R, andR,, whichis strictly lessthan
log,(27) bits/symbol. Datahiding block thenconstructghe
compositemessage: from the perceptuaimnessages, and
wp in a way that thereis no ambiguity of messageextrac-
tion at the decoder The compositemessagg@asseshrough
a proof-reader(attackchannel)andreachegshe handsof the
intendedparty.

A importantdetailis thattherateof the signalz hasto be
atleastR, + R,,, becauséothsignalsz, andw, haveto be
combinedtogetherin aninvertible fashion(the hiddeninfor-
mationshouldbe separabldrom the compositesignalat the
decoder). Therefore,if the alphabetof z,, has2f= symbols
andw, hasanalphabetizeof 2f«, the compositealphabet
hasto have at least2®=1F~ symbols,so that the compos-
ite sighalcanbe partitionedinto two componentsn a unique
way.

Anotherpointregardingthe systemis thatthe capacityof
theattackchannekhouldbeatleastR = R, + R,,. Otherwise
it is not possibleto have a reliable communicatiorbetween
theinput andoutputof thechannel.

We presentan interpretationof the capacityconjecture
basedon this modelin the next section.

2.1. The Conjecture

The equationfor the capacityof anarbitrarychanneis given
asC = maxp(,){/(w;y)} by ClaudeShannorin 1948[1].
In this equationw andy denotethe channelnputandoutput
respectiely. The channelis definedthroughaninput-output
mapwhich canbe probabilisticor deterministic(with proba-
bility distribution consistingof only 1'sand0’s).

We first give the discussiorfor the non-blindcase The
datahiding capacityC}, in this casecanbewritten asfollows:
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Line (a)is thedefinitionof thecapacityfor thenon-blindcase.
Line (b) is thedefinitionof themutualinformation. Themax-
imizing distributionis insertedn line (c) andtheinequalityis

dueto non-ngyativenesf entropy. In line (d), we introduce
thevariablez,. Line (e)is valid sincez, is afunctionof z.

In line (f) we usetherule that conditioningreducesentropy.

Line (g) is thedefinitionof thejoint entrogy. Line (h) follows
from the Slepian-V@lf theorem(joint sourcecoding[11, The-
orem14.4.1])Line (i) followsfrom therequiremenbf unique
separatiorof thehostdataandthehiddendata.Line (j) is due
to theassumptiorof reliablecommunication.

We seefrom the chainof inequalitiesthatdatahiding ca-
pacity for the non-blind caseis upperboundedby the dif-
ferenceof the capacityof the attackchanneland perceptual
entropy of thehostsignal,asconjectured.

Theblind caseis moredifficult to analyze butrecentstud-
ies have establishedmportantstepsin this direction. In [4],
datahiding operationhas beendefinedas a gamebetween
the hider andthe attacler. If the optimum strateyy for both
playersis exercised,the capacityof the datahiding gameis
given by C = MaXp(z,ulF) minp(ym (I(U, Y) - I(U, X))
The compositesignal z is constrainedo be belov a distor
tion limit. The attacler alsohasa maximumdistortionlimit
which prohibitsthe useof excessve distortionon z. In this
theorythe variablew is representedsthe auxiliary variable,
or asa dummyvariable,over which maximizationis accom-
plished. We believe that the signalu hasan importantrole



in the datahiding context. We proposeto interpretthe signal
u asthe signal z, which representshe perceptuallycoded
versionof thesignalz accordingto our model.

Assumingthatwe have fixedthe attackchannelp(y|z)).
the capacityin this casecanbewritten asfollows:
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Line (a) is the definition of the capacityfor a fixed attack
channel. In line (b), we upperboundthe equalityin (a) by

maximizing the two termsof (a) independently In line (c),

we make the analogyof identifying v with z,. The second
term of the line (d) canbe recognizedasthe minimum rate
thatis necessaryo constructsignalz, from #, which is the
entropy of thesignalz, (perceptuasourcecoding). Thefirst

termof line (d) is the definition of the capacityof the attack
channelchannekoding)for the signalz,,.

The proposedanalogycanbe viewed asfollows: the host
signalis first codedto the signalu (Z — u) andthenthe sig-
nal u is codedoncemoreto the signalz (v — ). Thefinal
signalis transmittedhroughthe attackchannel For datahid-
ing applicationsattacler hasto watchthe perceptuatjuality
of the resultantsignal after the attack. Becauseof this, at-
tacktoolscanbepicturedastoolsoperatingonthe perceptual
component®f thehostsignalor they canbevisualizedasthe
operatorsvorkingin theperceptuatlomain.With this visual-
ization, thefirst codingoperationfrom z to u, canbethought
asthe perceptuakourcecoding (projectionoperationof the
signal# to the domainof the attacktools). The secondcod-
ing operationfrom u to z, is the channelodingfor a partic-
ular attacktool (transformatiorof the signalz,, to the signal
x whosecomponentdie in the rangespaceof thatparticular
attack).With this analogy the maximumvalueof the expres-
sionI(U;Y) = I(X,;Y) representshe maximumrate of
reliablecommunicatiorof the perceptuatomponent®of the
hostsignal. We emphasizehatif the attacler could apply
arbitrary attacks,the analogyproposedwould not be valid,
sincetherewould notbe acommondomainfor the attacks.

2.2. Capacity Achieving Conditions

We list the capacityachieving conditionsfor thetwo caseof
datahiding. We startwith the non-blind case. The require-
mentscanbelistedasfollows: 1. Thereis a smallprobability
of erroratthedecodei(ignoredtermin line (c) is boundedy
the Fanos inequality[11, Lemma8.9.1]) 2. The hiddenin-
formationshoulddependonly on z,, i.e. signals{z, z,, w.}
shouldform a Markov chainof z — z, — w, (from line f).
3. The perceptuakourcecodershouldbe perfect(line h). 4.
Thedatahidingoperatiorshouldbeinvertible(linei). 5. Hid-
dendatashouldbeembeddeatthemaximumrateallowedby
theattackchannewhichis R, = C — R, (linej).

All therequirementsptherthanthe secondone,empha-
sizetheidealoperatingconditionsfor thedatahiding system.
The secondrequirementsaysthat to maximizethe capacity
thehiddendatashouldbein relationwith the perceptuatom-
ponentsof the hostsignal,but not with the hostsignalitself.

For the blind case,line (b) implies that the datahiding
throughputC}, is maximizedwhenthe p(u|z) appearingn
both termsof line (b) are the same(The probability distri-
bution p(z., u«|%) = p(z.«|u« Z)p(u«|E) Mmaximizesthe first
termandat the sametime the distribution p(u.|Z) minimizes
theseconderm). If theanalogybetweeru andz,, is applica-
ble, we expectthis relationto be satisfied(perceptuatoding
is independenof the channel).

3. CAPACITY ESTIMATES FOR SOME PRACTICAL
CASES

In thissectionwe presenthecapacityestimate®f datahiding
systemsundersomepractical attacks. We experimentwith
the 512x512L enaimagewhosepixels are representedvith
256 gray levels. To determinethe perceptuakntropy of the
Lenaimage,we usedWatsons humanvisual systemmodel
and assumedhat pixels below the just noticeabledistortion
(JND) thresholddo not contribute anything perceptuallyf6].

Noiseleshannel: If theattackchanneis noiselesgno-
attackcondition),thecapacityis givenby C(D) = 8 — R(D)
bits/ pixel, whereR(D) is theperceptuatatedistortionfunc-
tion [6]. Thetop panelof the Figure2 shows the percentage
of the pixels availablefor datahiding (C'(D)/(512 x 512))
asthe allowable distortion due to the embeddingncreases.
ThelLenaimagesat differentallowabledistortionlevels(zero
distortion,JND, 3 x JND, 20 x JND) areshown in Figure3.

JPEG CompressionChannel: JPEGcompressiomoper
ationis insertedin the attackchannel. The bottom panelof
Figure2 shows a relationshipsimilar to thatin thetop panel.
It is clearthat JPEGcompressiortakes mostof the redun-
dangy, but theleft overredundang is enoughto inserthidden
dataat approximatelyl310 pixels of the Lenaimage,which
correspondgo 0.5% of total numberof pixels, without ary
perceptualistortion. It is clearthat underperfectcompres-
sion,therewould be noroomleft for datahiding.

In Figure 3, we shawv the original Lenaimageand some
distortedversionsof it to seethe extentof hiding distortionto
achieve a particularcapacityvalue. The distortedimagesare
the quantizedversionsof the Lenaimageat the multiples of
the JND threshold.As expectedhiding capacityincreasesas
thealloweddistortionon thehostimageincreases.

Additi ve Noise Channel: Assumean attackof a binary
symmetricmemorylesshannelwith the transitionprobabil-
ity of e functioningindependentiyon eachtransmittedbit of
Lenaimage. The capacityof this caseis givenasC(D) =
8(1— H(e)) — R(D) bits/pixel whenthisvalueis greatetthan
zero;otherwisezero.Accordingto the vision modeladopted,
the Lenaimagecanbe compressedt 0.52 bits/pixel without
a perceptibledistortion. Thereforefor thee = 0.25 it is pos-
sibleto encodealmostl bit of hiddendataper pixel without
aperceptuatjuality loss.
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Fig. 2. Thetop panelshowns the datahiding capacityof the
Lenaimageasthe distortiondueto the embeddingncreases
gradually The lowest distortion value of the figure corre-
spondsto the JND distortionwhich is 34.05dB in termsof
the PSNRmetric. The hiding capacityis given by the per
centageof the total numberof transformcoeficientswhich
can be modified for the datahiding purposes. The bottom
panelgivesthecapacityestimateof thesamemageunderthe
JPEGcompressiomttack.

Image rotation, flipping and other invertible opera-
tions: Accordingto the Shannorsinformationtheory anin-
vertible attackon a signaldoesnot reducethe entrogy of the
signal. Thereforeary invertible attack suchas imageflip-
ping or rotationdoesnot posea threatto the capacity But in
practice,undoingthe effects of theseoperations(especially
sequentiatombinationof theseoperationsranbe computa-
tionally very intensive and decodingof the hiddendatamay
be closeto impossible.

4. CONCLUSION

In this paper we have presenteda simple definition for the
capacityof datahiding systemdasedon perceptuamodels.
This definition is not only in accordwith the theory estab-
lishedsofar, but alsogivesuspracticalcapacitypboundswhich
canbeusefulfor the benchmarkingf datahiding systems.

The information theoreticalresultspresentedn this pa-
per strengtherour belief that efficient androbustdatahiding
methodscanresultfrom the joint studyof hiding andsource
codingmethods. We believe that successfutombinationof
sourcecoding,channelcodingandtechniquegrom cryptog-
raphywill provide maximalresistanceo attackson datahid-
ing systems.
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