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ABSTRACT

We presenta new definition of datahiding capacitywhich
complementstheestablishedtheoryin thefield andproduces
practicalestimatesundermany attacks.We discussthe rela-
tion betweentheproposeddefinitionandthecurrenttheoret-
ical work on datahiding capacity. The definition proposed
is appliedto still imagesto estimatethehiding capacityof a
particularimageunderattackssuchasJPEGcompressionand
additivenoise.

1. INTRODUCTION

Datahiding is the art of embeddingapplication-orientedin-
formation,suchascaptionsandcopyrightnotice,in ahostsig-
nal without causinga perceptibledistortionto thehost.Even
thoughthe definition of datahiding emphasizesimpercepti-
bility, the main challengeis to combinethis propertywith
robustnessto adversarialattackson thehiddensignal.

Data hiding can be modeledas the communicationbe-
tweentwo partiesunderthecoverof ahostsignal.Thetrans-
mitterembedstheapplication-orientedinformationin thehost
signal; this compositesignal propagatesthrougha channel
which modelsthe attacksof the hostile parties. At the de-
coder, thereceivedsignalis processedto extractthehostdata
andthehiddeninformation. With this modeling,we canuse
someinformationtheoreticalresultstobringatheoreticalfoun-
dationto thedatahidingproblem.Butanimportantdifference
betweenthe two theoriesis that the attackchannelin data
hiding is in generalcarefullydesignedto remove the hidden
data,but in communicationtheory the attackor noiseis al-
mostalwaysdue to uncontrolledor accidentalbehaviour of
thecommunicationsystem.

If we list the main challengesof datahiding, we canin-
clude the following: the lack of completeunderstandingof
theperceptionmechanisms,thedifficulty of attackmodeling,
thedifficulty of a metricdefinition to measurethesuccessof
aparticularmethodandthelackof a foundingtheoryfor data
hiding like theShannon’stheoryof communication[1].

In this paper, we presenta new definition for the capac-
ity of datahiding systemswhich complementsthetheoryset
forth in [2, 3, 4]. Furthermorethis definition givespractical
estimateson capacityin many cases.The main resultof the
paperis statedasfollows:

Conjecture:Theamountof informationthatcanbeimper-
ceptibly hiddenin a mediacarrier is the differencebetween

the bit rateusedin the compressionof it andthe perceptual
entropy of thesignal.

A discussionof theperceptualmethodsin multimediasig-
nal processingcanbe found in [5, 6]; applicationsof these
conceptsin thedatahidingcontext havebeengivenin [7, 8].

Thetheoreticalapproachto datahidinghasbeeninitiated
by the recognitionof the analogybetweendatahiding and
the communicationchannelwhosestateinformation is only
known by thetransmitter[3]. Thisanalogyhasbeenextended
by modelingthe datahiding processasa gamebetweenthe
information hider and the attacker [4]. Someof the earlier
work on thedefinitionof thecapacityhasalsorecognizedthe
game-theoreticapproachandresultedin simple,but neverthe-
lesselegantresults[2].

Veryrecently, thedualitybetweensourcecodingwith side
information at the receiver and datahiding (sourcecoding
with side information at the transmitter)hasbeenexplored
[9, 10]. A mathematicallyproven methodbasedon these
ideashasbeenproposedin [3].

In this paper, we give a discussionof the conjectureand
establishtherelationbetweentheconjectureandthetheoreti-
cal resultsgivenby Moulin et. al. andChen[4, 3]. After the
explorationof this relation, we give someupper-boundson
the datahiding capacityfor the digital imagesunderdiffer-
ent attacks.The paperis concludedwith a discussionof the
capacity-achieving conditionsandtheresultsof thecomputer
experimentson images.

2. DATA HIDING

Beforethe discussionof the capacityproblem,we will give
a model for a generaldatahiding system. In Figure 1, the
hostsignalandthe hiddeninformationarerepresentedwith�� and � respectively. Thesetwo signalsmayor may not be
independentdependingon theapplication.Thefirst block of
thetransmitteris theperceptualsourcecoder[5]. Theoutput
of this block representstheperceptuallyrelevantcomponents
of the signalsasrepresentedby ��� and � � . The next block
in thetransmitteris thedatahidingblock whichcombines���
and � � in a fashionthat signal � is perceptuallyindifferent
from

�� andthehiddensignal � is robustlyprotectedfrom the
attacks.Therefore,thisblockservestwo purposes,impercep-
tible datahiding andattackcompensation(channelcoding).
Attack on the compositesignal which can be deterministic
(compression)or random(additive noise)is representedby
thechannel.Finally, thechanneloutput � is processedat the



decoderto estimate� and � . Dependingon theintendedap-
plication, the hostsignalmay or maynot be availableat the
decoder� . Thelattercase,whichis known asblind datahiding,
maybring moredifficulty to thedecoderdueto theinfluence
of thehostsignalactingasanadditionalnoisesource.

Fig. 1. A systemmodelfor datahiding

Datahiding problemwith this modelcanbestatedasthe
maximizationof therateof thesignal � ( 	�
 ), underthemax-
imumdistortionconstrainton � , while keepingtheprobability
of extractionerrorof thehiddeninformation( ��
������ � )) at
anarbitrarily smallvalue.

Wepresentanexampleto clarify thedetailsof themodel.
Let’s assumethat

�� and � aretext messages,that is
���� ��� is

the � th letter of a novel and � is the secrettext messageto
beinsertedin thenovel. Thedistortionconstrainton � allows
usto changeat most � letterout of 100lettersof theoriginal
text. A morefrequentinsertion(deliberatetypo) will render
the text to be useless.Under thesecircumstances,the first
block of theencodercompressesmessagesto their essentials
without any loss: that is, the redundancy of the languagein
its structuresuchasgrammar, punctuationis removed. For
examplein English the letter q is always followed with the
letter u. Thereforeit is possibleto remove all of the u let-
terscomingafterq’s. Similarly all of thevowelsin thenovel
canbereplacedwith dashesandanexperiencedreadershould
beableguessall thevowels. An importantpoint is thatafter
theperceptualcompression,theinformationrateof text mes-
sagesis reducedfrom ����� � 
"!$# % bits/letter(26 alphabetletters
andspacecharacter)to 	'& and 	 
 which is strictly lessthan(*)$+ � 
"!$# % bits/symbol.Datahiding block thenconstructsthe
compositemessage� from the perceptualmessages� � and� � in a way that thereis no ambiguity of messageextrac-
tion at the decoder. The compositemessagepassesthrough
a proof-reader(attackchannel)andreachesthe handsof the
intendedparty.

A importantdetail is thattherateof thesignal � hasto be
at least 	 &-, 	�
 , becausebothsignals� � and � � have to be
combinedtogetherin an invertiblefashion(thehiddeninfor-
mationshouldbeseparablefrom thecompositesignalat the
decoder).Therefore,if the alphabetof ��� has !/.10 symbols
and � � hasan alphabetsizeof !/.�2 , the compositealphabet
hasto have at least ! .10431.�2 symbols,so that the compos-
ite signalcanbepartitionedinto two componentsin a unique
way.

Anotherpoint regardingthesystemis thatthecapacityof
theattackchannelshouldbeatleast	 � 	 &5, 	'
 . Otherwise
it is not possibleto have a reliablecommunicationbetween
theinput andoutputof thechannel.

We presentan interpretationof the capacityconjecture
basedon thismodelin thenext section.

2.1. The Conjecture

Theequationfor thecapacityof anarbitrarychannelis given
as 6 �87�9;: �;< 
�=?>�@ 
A�CBD�E%GF by ClaudeShannonin 1948[1].
In this equation� and � denotethechannelinput andoutput
respectively. Thechannelis definedthroughaninput-output
mapwhich canbeprobabilisticor deterministic(with proba-
bility distributionconsistingof only � ’s and H ’s).

We first give the discussionfor the non-blindcase. The
datahidingcapacity6JI in thiscasecanbewrittenasfollows:

6 I
<LK =� 7�9/:�;< 
�= >M@ 
��NBD�1O �� %4F
<LP =� 7�9/:�;< 
�= >MQ 
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T%aS Q 
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 � � %<ed =Y 6cS Q 
 � � % (1)

Line (a)is thedefinitionof thecapacityfor thenon-blindcase.
Line (b) is thedefinitionof themutualinformation.Themax-
imizing distribution is insertedin line (c) andtheinequalityis
dueto non-negativenessof entropy. In line (d), we introduce
thevariable ��� . Line (e) is valid since �E� is a functionof

�� .
In line (f) we usethe rule thatconditioningreducesentropy.
Line (g) is thedefinitionof thejoint entropy. Line (h) follows
from theSlepian-Wolf theorem(joint sourcecoding[11, The-
orem14.4.1]).Line (i) followsfrom therequirementof unique
separationof thehostdataandthehiddendata.Line (j) is due
to theassumptionof reliablecommunication.

We seefrom thechainof inequalitiesthatdatahiding ca-
pacity for the non-blind caseis upperboundedby the dif-
ferenceof the capacityof the attackchannelandperceptual
entropy of thehostsignal,asconjectured.

Theblind caseis moredifficult to analyze,but recentstud-
ies have establishedimportantstepsin this direction. In [4],
datahiding operationhasbeendefinedas a gamebetween
the hider andthe attacker. If the optimumstrategy for both
playersis exercised,the capacityof the datahiding gameis
given by 6 �f7�9;: �M< &/g h5iej& = 7lkLm �;<*n i & = 
 @ 
poqB?rR%-S @ 
polB �s %`% .
The compositesignal � is constrainedto be below a distor-
tion limit. The attacker alsohasa maximumdistortionlimit
which prohibitsthe useof excessive distortionon � . In this
theorythevariable t is representedastheauxiliary variable,
or asa dummyvariable,over which maximizationis accom-
plished. We believe that the signal t hasan importantrole



in thedatahiding context. We proposeto interpretthesignalt as the signal ��� which representsthe perceptuallycoded
versionof thesignal

�� accordingto ourmodel.
Assumingthatwe havefixedtheattackchannel(u�
A�1O � % ),

thecapacityin this casecanbewrittenasfollows:

6 I
<LK =� 7�9;:�;< & g"h5iej& = 
 @ 
voqB`rq%TS @ 
voqB �s %`%
<LP =Y 7�9;:�;< & g h5iwj& = @ 
poqB?rR%�S 7lkLm�M< hxiej& = @ 
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s � B?rC%TS 7lkLm�M< &zy iej& = @ 

s � B �s %

<L[ =� 6{S Q 
 � � % (2)

Line (a) is the definition of the capacityfor a fixed attack
channel. In line (b), we upperboundthe equality in (a) by
maximizing the two termsof (a) independently. In line (c),
we make the analogyof identifying t with � � . The second
term of the line (d) canbe recognizedasthe minimum rate
that is necessaryto constructsignal � � from

�� , which is the
entropy of thesignal � � (perceptualsourcecoding).Thefirst
termof line (d) is thedefinitionof the capacityof theattack
channel(channelcoding)for thesignal ��� .

Theproposedanalogycanbeviewedasfollows: thehost
signalis first codedto thesignal t (

��}| t ) andthenthesig-
nal t is codedoncemoreto thesignal � ( t |~� ). Thefinal
signalis transmittedthroughtheattackchannel.For datahid-
ing applications,attacker hasto watchtheperceptualquality
of the resultantsignalafter the attack. Becauseof this, at-
tacktoolscanbepicturedastoolsoperatingontheperceptual
componentsof thehostsignalor they canbevisualizedasthe
operatorsworkingin theperceptualdomain.With thisvisual-
ization,thefirst codingoperation,from

�� to t , canbethought
asthe perceptualsourcecoding(projectionoperationof the
signal

�� to thedomainof theattacktools). Thesecondcod-
ing operation,from t to � , is thechannelcodingfor a partic-
ular attacktool (transformationof thesignal ��� to thesignal� whosecomponentslie in therangespaceof thatparticular
attack).With this analogy, themaximumvalueof theexpres-
sion @ 
voqB`rC% � @ 
 s � B`rC% representsthe maximumrate of
reliablecommunicationof the perceptualcomponentsof the
host signal. We emphasizethat if the attacker could apply
arbitrary attacks,the analogyproposedwould not be valid,
sincetherewould notbeacommondomainfor theattacks.

2.2. Capacity Achieving Conditions

We list thecapacityachieving conditionsfor thetwo casesof
datahiding. We startwith the non-blindcase.The require-
mentscanbelistedasfollows: 1. Thereis asmallprobability
of errorat thedecoder(ignoredtermin line (c) is boundedby
the Fano’s inequality[11, Lemma8.9.1]) 2. The hiddenin-
formationshoulddependonly on � � i.e. signals > ��U`� � U � Z F
shouldform a Markov chainof ��|�� � | � Z (from line f).
3. Theperceptualsourcecodershouldbeperfect(line h). 4.
Thedatahidingoperationshouldbeinvertible(line i). 5. Hid-
dendatashouldbeembeddedatthemaximumrateallowedby
theattackchannelwhich is 	'
 � 6{S�	 & (line j).

All the requirements,otherthanthe secondone,empha-
sizetheidealoperatingconditionsfor thedatahidingsystem.
The secondrequirementsaysthat to maximizethe capacity,
thehiddendatashouldbein relationwith theperceptualcom-
ponentsof thehostsignal,but not with thehostsignalitself.

For the blind case,line (b) implies that the datahiding
throughput 6 I is maximizedwhen the uV
�tTO � % appearingin
both termsof line (b) are the same(The probability distri-
bution uV
 � Z U t1Z O �� % � uV
 � ZxO t1Z �� %�uV
�t�Z$O �� % maximizesthefirst
termandat thesametime thedistribution u�
At1Z/O �� % minimizes
thesecondterm). If theanalogybetweent and �E� is applica-
ble, we expectthis relationto besatisfied(perceptualcoding
is independentof thechannel).

3. CAPACITY ESTIMATES FOR SOME PRACTICAL
CASES

In thissectionwepresentthecapacityestimatesof datahiding
systemsundersomepracticalattacks. We experimentwith
the 512x512Lena imagewhosepixels arerepresentedwith
256 gray levels. To determinethe perceptualentropy of the
Lena image,we usedWatson’s humanvisual systemmodel
andassumedthat pixels below the just noticeabledistortion
(JND) thresholddo not contributeanythingperceptually[6].

NoiselessChannel: If theattackchannelis noiseless(no-
attackcondition),thecapacityis givenby 6l
���% ��� S�	q
"��%
bits / pixel,where	q
"��% is theperceptualratedistortionfunc-
tion [6]. Thetop panelof theFigure2 shows thepercentage
of the pixels availablefor datahiding ( 6l
���%`��
p���M!����E��!$% )
as the allowabledistortion due to the embeddingincreases.
TheLenaimagesatdifferentallowabledistortionlevels(zero
distortion,JND,3 � JND,20 � JND) areshown in Figure3.

JPEG CompressionChannel: JPEGcompressionoper-
ation is insertedin the attackchannel.The bottompanelof
Figure2 showsa relationshipsimilar to that in thetop panel.
It is clear that JPEGcompressiontakes most of the redun-
dancy, but theleft overredundancy is enoughto inserthidden
dataat approximately���E��H pixelsof the Lenaimage,which
correspondsto HE�w�$� of total numberof pixels, without any
perceptualdistortion. It is clearthat underperfectcompres-
sion,therewould benoroomleft for datahiding.

In Figure3, we show the original Lenaimageandsome
distortedversionsof it to seetheextentof hidingdistortionto
achieve a particularcapacityvalue.Thedistortedimagesare
the quantizedversionsof the Lenaimageat themultiplesof
theJND threshold.As expectedhiding capacityincreasesas
thealloweddistortionon thehostimageincreases.

Additi ve NoiseChannel: Assumean attackof a binary
symmetricmemorylesschannelwith the transitionprobabil-
ity of � functioningindependentlyon eachtransmittedbit of
Lenaimage. The capacityof this caseis given as 6l
���% �� 
D��S Q 
"�G%`%�S�	l
���% bits/pixel whenthisvalueis greaterthan
zero;otherwisezero.Accordingto thevisionmodeladopted,
theLenaimagecanbecompressedat H�� �$! bits/pixel without
a perceptibledistortion. Thereforefor the � � HE�w! � it is pos-
sible to encodealmost � bit of hiddendataperpixel without
a perceptualquality loss.



Fig. 2. The top panelshows the datahiding capacityof the
Lenaimageasthedistortiondueto theembeddingincreases
gradually. The lowest distortion value of the figure corre-
spondsto the JND distortionwhich is 34.05dB in termsof
the PSNRmetric. The hiding capacityis given by the per-
centageof the total numberof transformcoefficientswhich
can be modified for the datahiding purposes.The bottom
panelgivesthecapacityestimateof thesameimageunderthe
JPEGcompressionattack.

Image rotation, flipping and other invertible opera-
tions: Accordingto theShannon’s informationtheory, anin-
vertibleattackon a signaldoesnot reducetheentropy of the
signal. Thereforeany invertible attacksuchas imageflip-
ping or rotationdoesnot posea threatto thecapacity. But in
practice,undoingthe effectsof theseoperations(especially
sequentialcombinationof theseoperations)canbecomputa-
tionally very intensive anddecodingof the hiddendatamay
becloseto impossible.

4. CONCLUSION
In this paper, we have presenteda simpledefinition for the
capacityof datahiding systemsbasedon perceptualmodels.
This definition is not only in accordwith the theory estab-
lishedsofar, butalsogivesuspracticalcapacityboundswhich
canbeusefulfor thebenchmarkingof datahidingsystems.

The information theoreticalresultspresentedin this pa-
perstrengthenour belief thatefficient androbustdatahiding
methodscanresultfrom the joint studyof hiding andsource
codingmethods.We believe that successfulcombinationof
sourcecoding,channelcodingandtechniquesfrom cryptog-
raphywill providemaximalresistanceto attackson datahid-
ing systems.
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