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ABSTRACT

Thispaperinvestigatestheperplexity andworderrorrateper-
formanceof two different forms of classmodel and the respec-
tive data-drivenalgorithmsfor obtainingautomaticword classifi-
cations. The computationalcomplexity of the algorithm for the
‘conventional’ two-sidedclassmodel is found to be unsuitable
for very large vocabularies(

�
100k) or large numbersof classes

(
�

2000). A one-sidedclassmodel is thereforeinvestigatedand
the complexity of its algorithm is found to be substantiallyless
in suchsituations.Perplexity resultsarereportedon bothEnglish
andRussiandata. For the latter both 65k and430k vocabularies
areused.Latticerescoringexperimentsarealsoperformedon an
Englishlanguagebroadcastnews task.Theseexperimentalresults
show thatbothmodels,wheninterpolatedwith awordmodel,per-
form similarly well. Moreover, classificationsareobtainedfor the
one-sidedmodelin afractionof thetimerequiredby thetwo-sided
model,especiallyfor very largevocabularies.

1. INTRODUCTION

Class-basedlanguagemodelshave frequentlybeenshown to im-
prove theperformanceof speechrecognitionsystemswhencom-
binedwith conventionalword-basedlanguagemodelseven when
a largeamountof trainingdatais available[1, 2, 3]. However, the
vocabulary sizerequiredfor a highly-inflectedlanguagelike Rus-
sianis almostseventimesgreater(430kwords)thanthatfor a lan-
guagelikeEnglish(65kwords)if thesamevocabularycoverageis
desired(1.1%OOV-rate)[4]. Thispresentsaproblemfor theauto-
maticclusteringalgorithmfor theconventionalclassmodelsince
thescalingpropertiesof thealgorithmmake clusteringextremely
time consuming. In this paperwe presenta comparisonof the
conventionalclassmodel,referredto hereasthetwo-sidedmodel,
againstanalternativeformulationreferredto asaone-sidedmodel.
Boththesemodelsandthegreedyautomaticclusteringalgorithms,
which produceclassificationsby maximisingthetrainingsetlike-
lihood,aredescribedin Section2. It is thendemonstratedthatthe
clusteringoperationfor theone-sidedmodelcanbeperformedsig-
nificantly fasterthanthatfor thetwo-sidedmodelwith little or no
lossin performancefrom theword/classmodelcombination.The
comparisonis madein termsof perplexity onRussianandEnglish
dataandthe resultsarepresentedin Section3. In particularthe
time taken to classifywords for the two different typesof class
modelis examinedandtheseresultsarepresentedin Section4. In
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Section5 acomparisonis madeof theperformanceof theinterpo-
latedword andclassmodelsin termsof word error ratefrom lat-
tice rescoringexperimentsonanEnglishlanguagebroadcastnews
task.

2. CLASS-BASED LANGUAGE MODELLING

The effects of sparsityin a corpuscan be reducedto someex-
tent by mappingeachof the ��� vocabulary words � into ���
classes—where� ��� � � —andcollecting � -gramstatisticsfor
themappedcorpus.A deterministicword-to-classmapping�
	 ����
�� ��� ����� (1)

in which a word may only belongto oneclass,may be obtained
usingan automaticclusteringalgorithm. In this work, wordsare
clusteredinto classesautomaticallyusing the training set likeli-
hoodof a classbigrammodelastheoptimisationcriterion.

An interpolatedwordandclassmodelis thenbuilt to combine
thespecificityof thewordmodelwith thegeneralisationability of
theclassmodel. Varying thenumberof classeschangestheabil-
ity of theclassmodelto generaliseto unobservedwordsequences.
Theoptimalnumberof classesrequiredto complementtheperfor-
manceof thewordmodelis generallydependentontheamountof
trainingdataavailable.

Thetwo typesof classmodelwhichhavebeeninvestigatedare
describedin thenext two sections.

2.1. Two-sided class model

The two-sidedclassmodel is representedby the following two
componentprobabilities:

��� � ����� ��� �������� �"! �#��� ���#��� ��� ���%$'&"( ! ���*)+)+),� ��� ���-$ ! ��� (2)

i.e. a unigramclassmembershipcomponentanda class � -gram
component.The model is two-sided(symmetric)sincethe same
classificationfunction

�
is usedto mapwordsin thehistory and

also the currentword. This particularmodel hasreceived most
attentionin theliteratureon languagemodellingsinceonce

�
has

beendetermined,the � -gramclasscomponentcanbebuilt in an
identicalmannerto that for word � -grammodels.This makesit
particularlyeasyto implement.

Theclusteringalgorithmusedin theseexperimentsis theex-
changealgorithmdescribedin [5] in which eachword in the vo-
cabulary is moved in turn to all available classesand left in the



classfor which the increasein the classbigramtraining set like-
lihood wasgreatest.The operationis greedysinceno considera-
tion is madeof subsequentconfigurations.A naive implementa-
tion of theclusteringalgorithmscalesquadraticallyin thenumber
of classessinceeachtime a word is moved to oneclass,all class
bigramcountsarepotentiallyaffected.However, by only consider-
ing thosecountsthatactuallychange,thealgorithmcanbemadeto
scalesomewherebetweenlinearlyandquadraticallyin thenumber
of classes[1]:./�%0  �#1  32�45� �  3� �  � �/687:9� 4;�=<?>3@� ������� (3)

where �/6+7:9� and � <?>3@� aretheaveragenumberof predecessorand
successorclassesrespectively, for which valuesmustbe updated
eachtime a word is moved. Irrespective of theseimprovements
thealgorithmstill scalesapproximatelylinearly in thesizeof the
vocabulary. The factor 2 is thenumberof uniquebigramsin the
corpuswhich is a functionof thecorpusandvocabularysizes.

2.2. One-sided class model

Theprobabilitycomponentwhichrepresentstheone-sidedmodel1

usedin this work is givenby thefollowing[6]:� � ���A� ��� ���%$'&�( ! ���+)+)*)B� ��� ���%$ ! ����) (4)

The currentword is now conditioneddirectly on the preceding
words which are mappedinto classes. The sameclassification
function is usedfor all word positionshowever this is not obliga-
tory (asit isnotfor thetwo-sidedmodel)andfurtherimprovements
have beenobtainedwhenanindependentclassificationfunctionis
determinedfor eachpositionin thewordhistory.

Theactionof theclusteringalgorithmfor theone-sidedmodel
is essentiallyidenticalto thatfor thetwo-sidedmodel.Eachword
is movedamongtheavailableclassesandtheconfigurationwhich
maximisestheclassbigramtrainingsetlikelihoodis chosen.The
fundamentaldifferenceis thateachtimeaword is movedto anew
class,the countsinvolving other classesare not affected. Con-
sequently, the algorithmscaleslinearly in the numberof classes.
This is illustratedby theorderof thealgorithmasfollows:.DCE0  8���F 8���G C 2� � 4�H+IJIF) (5)

In addition,factoring� � backin to theaboveexpressionresultsin2K4;�L� insidethebrackets.Sincefor mostcorpora2 dominates
andgenerallyscalessubstantiallylessthanlinearlywith thesizeof
thevocabulary, this will beshown to bea significantadvantageof
clusteringfor the one-sidedclassmodelwhenlarge vocabularies
areinvolved.

3. PERPLEXITY EXPERIMENTS

TheBritish EnglishBNC corpusandtheRussiancorpususedfor
theperplexity experimentseachcomprisearound100million words
andarepartitionedintotraining,dev-test andeval-test
setsin the ratio 98:1:1. More detailscan be found in [4]. The
baselineperformanceof the back-off word trigram modelsbuilt
for eachcorpusaregiven in Table1 togetherwith thenumberof

1The one-sidedmodelhasbeenmentionedoccasionallyin the litera-
turebut theauthorsareunawareof any otherexperimentalresultsobtained
usingthemodel.

� -grameventsstoredin eachmodel.Themodelspresentedin this
paperhave all hadsingletonbigramsandtrigramsremovedunless
statedotherwise.

Word trigramperplexity Model size
Language oneval-test (parameters)
Russian(65k) 413.3 10,896,660
Russian(430k) 677.0 12,177,700
English(65k) 216.1 12,431,060

Table 1. Perplexities of word trigram modelson eval-test
portion of corpusfor 65k and430k vocabularieson Russianand
65k vocabulary on BNC togetherwith the numberof parameters
in eachtrigrammodel.

Automaticallyderivedclassificationswereproducedfor arange
of differentnumbersof classes(204,504,1004,2004,3004,4004
and5004)2 for both the two-sidedandone-sidedalgorithms.For
eachsetof classificationsa back-off classtrigrammodelwasbuilt
and all singletonbigramsand trigramswere discarded. Conse-
quentlyeachmodelcontaineda differentnumberof parameters.
However, it wasconsideredmoreimportantthat theclassmodels
did not containsingleton � -grameventsthathadbeendiscarded
from the word modelsincethesewereconsideredmorelikely to
contributeto any differencesobservedin modelperformance.Re-
sultsarereportedfor EnglishandRussianwith a 65k vocabulary
andalsofor Russianwith a 430kvocabulary. Two-sidedclassifi-
cationsfor the latterweretoo time consumingto generateandso
arenotgiven.
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Fig. 1. Russian(65k): perplexity resultsfor stand-aloneclassand
interpolatedword/classmodelsoneval-test data.

In ASRapplications,theperformanceimprovementsusingclass
modelshave generallybeenobtainedby combiningthemwith a
word modelusinglinear interpolation.Perplexity resultsfor both
thestand-alonemodelandthe interpolatedword andclassmodel
arereportedwherethe optimal interpolationweightsweredeter-
minedon the held-outdev-test dataandall perplexity results

2The extra four classesin eachmodelcontainsymbolsthat werenot
consideredfor clustering:theunknown, numberandword boundarysym-
bols.



arecomputedon the appropriatecorpus’s eval-test data. A
plot of theperplexities of eachof thesevendifferentclassmodels
bothaloneandcombinedwith thewordmodelisshown in Figure1
for Russianandin Figure2 for English.
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Fig. 2. English(65k): perplexity resultsfor stand-aloneclassand
interpolatedword/classmodelsoneval-test data.

Perplexity % improvement��� �M� @?N O8<?< �M� �QPSR 9�7?6 over word trigram
204 773.9 567.1 16.2
504 701.9 566.8 16.2
1004 670.7 572.4 15.5
2004 653.0 582.1 14.0
3004 648.6 590.5 12.8
4004 648.2 597.9 11.7
5004 647.7 602.7 11.0

Table 2. Russiancorpus(430k): perplexity oneval-test data
of stand-alone1-sidedclasstrigrammodelsandinterpolatedword
andclasstrigrammodels.

The improvementsof the interpolatedmodelsover the base-
line word trigramthatwereobtainedwith Russianaregreater(up
to 16.3%)thanthoseobtainedfor English(up to 7.9%). This was
attributedmainly to thegreatersparsityof theRussiancorpus.For
theinterpolatedmodels,theoptimalnumberof classesfor the65k
vocabularieson both corporawas2004 for the two-sidedmodel
and504for theone-sidedmodel.This reflectsthesimilarquantity
of trainingdatausedfor eachlanguage.Also, theone-sidedmodel
captureslessgeneraldependenciesthanthetwo-sidedmodelhence
the optimal numberof classeswill generallybe lower so as to
bestcomplementthespecificdependenciescapturedby the word
model.

It is interestingthat for bothRussianvocabulary sizesa num-
ber of differentstand-aloneclassmodelshada lower perplexity
than the word modelandalsocontainedfewer parameters.It is
particularlyinterestingto notethat for the Russian430k vocabu-
lary thestand-alone5004classtrigrammodelalsooutperformsa
word4-grammodel(with all singleton� -gramsdiscarded)which

hasa perplexity of 659.6on the samedata. Moreover, the class
modelis 32%smallerthantheword 4-grammodel.Thepoorper-
formanceof the word 4-grammodelon Russianis partly due to
the difficulty of generatingreliableprobability estimateswith in-
sufficient data. However, theproblemis alsopartly explainedby
the fact that higherorderword � -gramsbecomelessuseful for
modellinghighly-inflectedlanguageslikeRussianin whichamore
flexible word orderingis permitted.

4. ALGORITHM PERFORMANCE

In Figure3 theclusteringtimeperiterationthroughthevocabulary
of the two algorithmson a 300MHz SparcUltra2 processorare
presentedfor differentnumbersof classeson the Russiancorpus
for boththe65kand430kvocabularies.Althoughnotshown here,
thisplot is similar to thatobtainedfor theBNC corpus.Clustering
the 430k vocabulary for the two-sidedmodelwasnot performed
for morethan2004classesdueto theexcessive computationtime
required.

Theclass/wordbigramcountsusedin theone-sidedclustering
algorithmwerestoredusinga sparsematrix implementationsoas
to bememoryefficientwhenalargevocabularyandlargenumbers
of classeswereused.However, for a very largevocabulary it was
foundthattheclusteringspeedwasreducedadverselyby therela-
tively largerproportionof wordsthatappearin eachclasscontext
whenasmallnumberof classesis used.An implementationusing
arrays(essentiallyequivalentto thatusedin thetwo-sidedcluster-
ing algorithm)wasalsoimplementedandfoundto bemuchfaster
but it couldonly beusedfor 204and504classesdueto memory
limitations. The timing points for this versionof the one-sided
algorithmareshown usingcirclesin Figure3.
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Fig. 3. Clusteringtimesperiterationfor 1-sidedand2-sidedmod-
elswith botha 65k and430kRussianvocabulary (fastimplemen-
tationof one-sidedclusteringalgorithmis markedusingcircles).

Thegraphin Figure3 clearlyshowsthespeedadvantageof the
clusteringalgorithmfor the one-sidedmodelas it waspredicted
by the order of the algorithm in Equation5. Moreover, for the
muchlarger430kvocabularythereis simplyanoffsetin theoverall
clusteringtime. Thescalingin thenumberof classesis otherwise
similar to thatfor the65k vocabulary.



5. RECOGNITION EXPERIMENTS

This sectionshows that the improvementin clusteringspeedus-
ing the one-sidedclassmodel formulation is not obtainedat the
expenseof recognitionperformance.

The1997DARPA HUB4 broadcastnews evaluationwascho-
senfor the experimentsandwe performlattice rescoringexperi-
mentson latticesgeneratedusingthe 1997HTK broadcastnews
transcriptionsystem[7]. The languagemodeltrainingdatacom-
prised132 million words of the LDC broadcastnews texts, the
transcriptionsof the1997broadcastnewstrainingdata(addedtwice)
andthe 1995Marketplacetranscriptions.A word trigram model
wasbuilt usingthesamevocabulary thatwasusedto generatethe
original lattices.This baselineword trigramemployedKatz back-
off with Good-Turing discountingandhadsingletonbigramsand
trigramsremovedto producea modelcontainingaround16.5mil-
lion parameters.The optimal numberof classesandthe interpo-
lationweightsbetweentheword andclassmodelswereoptimised
on thedevelopmentlattices.Thenumberof classeswasvariedin
incrementsof 100between100and1500classesandtheinterpo-
lationweightsevaluatedin incrementsof 0.1.Theoptimalnumber
of classesfor thetwo-sidedmodelwasfoundto be1000with inter-
polationweightsof 0.7 (word) and0.3 (class).For theone-sided
model the optimal numberof classeswas400 with interpolation
weights0.6 (word) and0.4 (class).The perplexity of the models
on the referencetranscriptionandthe word error rate resultsare
givenin Table3.

Model
�M� 7:9�T %UWVYX % rel. imp.

Interp.2-sided1000 161.6 17.8 2.2
Interp.1-sided400 162.4 17.8 2.2

Baselineword trigram 171.4 18.2 —

Table 3. Perplexity andword error rateon evaluationdataof the
optimised,interpolatedword and classmodelsand the baseline
word trigrammodel.

Bothmodelcombinationsgiveanimprovementin performance
over the baselineword trigram model,andeachimprovementis
statisticallysignificantat the 99% level usingthe NIST Matched
Pair SentenceSegment test. Also, interpolatinga word 4-gram
model(with bigram,trigram and4-gramcutoffs of 1,3,3)with a
class4-grammodel(with the samecutoffs) reducedthe word 4-
grambaselineresultof 17.6%to 17.1%for theinterpolatedword
andtwo-sidedmodel,andto 17.2%for theinterpolatedword and
one-sidedmodel.Both theseimprovementswerealsofoundto be
statisticallysignificantat the99%confidencelevel usingthesame
test.

6. DISCUSSION

It is clearfrom theperplexity resultsthathave beenpresentedfor
Russianthat combinedclassandword basedlanguagemodelling
canproducesignificantimprovementsin performance.For a lan-
guagelike Russianwherehigherorderword � -grammodelsdo
not significantlyimprove performance,combinationsof word and
classmodelsappearto offer a very appealingsolution. Although
the improvementsin perplexity wereshown to be generallyless
for English,they still translatedinto significantreductionsin word
errorrateonanEnglishlanguagebroadcastnews task.

The advantageof using the one-sidedclassmodel hasbeen
clearlydemonstratedfor a situationwherea very largevocabulary
is necessary. Automaticclassificationscanbe obtainedin signif-
icantly lesstime thanfor the two-sidedclassmodelwith little or
no lossin performance.Also, althoughit hasnot beenexplicitly
investigatedhere,clusteringcanbeusedasapruningtechniquefor
obtainingsmallerand/ormorerobust stand-alonelanguagemod-
els.Thiswasdemonstratedwith theperplexity resultspresentedin
Section3. For suchsituationsa largernumberof classesis gener-
ally requiredhencethescalingpropertiesof thealgorithmfor the
one-sidedclassmodelwould recommendits use.

7. CONCLUSION

In this paperwe have presenteda comparisonof two-sidedand
one-sidedclassmodelsand have shown the performanceof the
two modelsin termsof perplexity andword error rateto becom-
parable. We also showed that the computationalcomplexity of
thealgorithmfor obtainingclassificationsfor theone-sidedmodel
scaledmuchmore favourably than that for the two-sidedmodel
particularlywhenlargevocabulariesand/orlargenumbersof classes
wereinvolved.In addition,resultswerealsoobtainedwhichshowed
thatcombinationsof word andclassmodelsoffer a goodsolution
to modellinghighly inflectedlanguagesespeciallywhenhigheror-
derword � -grammodelsgive little improvement.
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