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ABSTRACT

This paperinvestigateshe perpleity andword errorrateper
formanceof two differentforms of classmodel andthe respec-
tive data-drven algorithmsfor obtainingautomaticword classifi-
cations. The computationakcompleity of the algorithm for the
‘conventional’ two-sided classmodel is found to be unsuitable
for very large vocahularies (>2100Kk) or large numbersof classes
(>2000). A one-sidedclassmodelis thereforeinvestigatedand
the compleity of its algorithmis found to be substantiallyless
in suchsituations.Perpleity resultsarereportedon both English
andRussiandata. For the latter both 65k and 430k vocalularies
areused. Lattice rescoringexperimentsarealsoperformedon an
Englishlanguagebroadcashews task. Theseexperimentakesults
shav thatbothmodels wheninterpolatedwvith aword model,per
form similarly well. Moreover, classificationareobtainedfor the
one-sidednodelin afractionof thetime requiredby thetwo-sided
model,especiallyfor very largevocalularies.

1. INTRODUCTION

Class-basethnguagemodelshave frequentlybeenshavn to im-

prove the performanceof speeclrecognitionsystemsvhencom-
binedwith corventionalword-basedanguagemodelsevenwhen
alargeamountof training datais available[1, 2, 3]. However, the
vocahulary sizerequiredfor a highly-inflectedlanguagdik e Rus-
sianis almostseventimesgreater(430kwords)thanthatfor alan-
guagdik e English(65k words)if thesamevocalulary coverages

desired1.1%00V-rate)[4]. Thispresents problemfor theauto-
matic clusteringalgorithmfor the corventionalclassmodelsince
the scalingpropertiesof the algorithmmale clusteringextremely
time consuming. In this paperwe presenta comparisonof the
corventionalclassmodel,referredto hereasthetwo-sidedmodel,
againstnalternatve formulationreferredto asa one-sidedanodel.
Boththesemodelsandthegreedyautomaticclusteringalgorithms,
which produceclassificationdy maximisingthetrainingsetlike-
lihood, aredescribedn Section2. It is thendemonstratethatthe
clusteringoperatiorfor the one-sidednodelcanbeperformedsig-
nificantly fasterthanthatfor the two-sidedmodelwith little or no
lossin performancdrom theword/classmodelcombination.The
comparisons madein termsof perpleity on RussiarandEnglish
dataandthe resultsare presentedn Section3. In particularthe
time taken to classify words for the two differenttypesof class
modelis examinedandtheseresultsarepresentedn Section4. In
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Section5 acomparisorns madeof theperformancef theinterpo-
latedword andclassmodelsin termsof word error ratefrom lat-
tice rescoringexperimenton anEnglishlanguagéroadcashewns
task.

2. CLASS-BASED LANGUAGE MODELLING

The effects of sparsityin a corpuscan be reducedto someex-
tent by mappingeachof the Ny vocalulary words w into N¢
classes—wherd&c < Ny—andcollecting N-gramstatisticsfor
themappedcorpus.A deterministiovord-to-classmapping

C:w—c=C(w), (1)

in which a word may only belongto one class,may be obtained
usingan automaticclusteringalgorithm. In this work, wordsare
clusteredinto classesautomaticallyusing the training setlik eli-
hoodof a classhigrammodelasthe optimisationcriterion.

An interpolatedvord andclassmodelis thenbuilt to combine
the specificityof theword modelwith thegeneralisatiorability of
the classmodel. Varying the numberof classeshangeghe abil-
ity of theclassmodelto generaliseéo unobseredword sequences.
Theoptimalnumberof classesequiredto complementhe perfor
manceof theword modelis generallydependenbn the amountof
training dataavailable.

Thetwo typesof classmodelwhich have beeninvestigatedare
describedn the next two sections.

2.1. Two-sided class model

The two-sidedclassmodel is representedy the following two
componenprobabilities:

Py(w; | C(w;i)) - PL(C(ws) | C(wi—n+1),--.,C(wi—1)) (2)

i.e. a unigramclassmembershipcomponeninda class N-gram
component.The modelis two-sided(symmetric)sincethe same
classificationfunction C' is usedto mapwordsin the history and
alsothe currentword. This particularmodel hasreceved most
attentionin theliteratureon languagemodellingsinceonceC has
beendeterminedthe N-gramclasscomponentanbe built in an
identicalmannerto thatfor word N-grammodels. This makesit
particularlyeasyto implement.

The clusteringalgorithmusedin theseexperimentss the ex-
changealgorithmdescribedn [5] in which eachword in the vo-
calulary is moved in turn to all available classesandleft in the



classfor which the increasen the classhigramtraining setlike-
lihood was greatest.The operationis greedysinceno considera-
tion is madeof subsequentonfigurations.A nave implementa-
tion of theclusteringalgorithmscalesquadraticallyin the number
of classessinceeachtime a word is moved to oneclass,all class
bigramcountsarepotentiallyaffected.However, by only consider
ing thosecountsthatactuallychangethealgorithmcanbemadeto
scalesomavherebetweerinearly andquadraticallyin thenumber
of classe$l]:

O(I-(2-B+ Nv - Ng - (NE® + N&*))), (3)

whereNgZ'© and N&*¢ arethe averagenumberof predecessaand
successoclassegespectiely, for which valuesmustbe updated
eachtime a word is moved. Irrespectve of theseimpravements
the algorithmstill scalesapproximatelylinearly in the size of the
vocahulary. Thefactor B is the numberof uniquebigramsin the
corpuswhichis afunctionof the corpusandvocahulary sizes.

2.2. One-sided class model

Theprobabilitycomponenwhichrepresentsheone-sidednodet
usedin thiswork is given by the following[6]:

P(w; | C(wi—n+1),-.. ,C(wi-1)). (4)

The currentword is now conditioneddirectly on the preceding
words which are mappedinto classes. The sameclassification
functionis usedfor all word positionshowever this is not obliga-
tory (asit is notfor thetwo-sidedmodel)andfurtherimprovements
have beenobtainedwhenanindependentlassificatiorfunctionis
determinedor eachpositionin theword history

Theactionof the clusteringalgorithmfor the one-sidednodel
is essentiallyidenticalto thatfor the two-sidedmodel. Eachword
is movedamongthe availableclassesndthe configuratiorwhich
maximiseghe classbigramtraining setlik elihoodis chosen.The
fundamentadlifferenceis thateachtime aword is movedto a new
class,the countsinvolving other classesare not affected. Con-
sequentlythe algorithm scaledinearly in the numberof classes.
Thisis illustratedby the orderof thealgorithmasfollows:

O(I-NV-NC-(N%H)). ®)

In addition,factoringVy backin to theabove expressiorresultsin
B + Ny insidethebraclets. Sincefor mostcorporaB dominates
andgenerallyscalesubstantialljfessthanlinearly with thesizeof
thevocahulary, this will be shavn to be a significantadwantageof
clusteringfor the one-sidedclassmodelwhenlarge vocalularies
areinvolved.

3. PERPLEXITY EXPERIMENTS

The British EnglishBNC corpusandthe Russiancorpususedfor
theperplity experimentsachcomprisearoundl00million words
andarepartitionedntot r ai ni ng,dev-t est andeval -t est
setsin the ratio 98:1:1. More detailscanbe foundin [4]. The
baselineperformanceof the back-of word trigram modelsbuilt
for eachcorpusaregivenin Table 1 togethemwith the numberof

1The one-sidedmodel hasbeenmentionedoccasionallyin the litera-
turebut theauthorsareunavareof ary otherexperimentakresultsobtained
usingthemodel.

N-grameventsstoredin eachmodel. Themodelspresenteéh this
paperhave all hadsingletonbigramsandtrigramsremoved unless
statedotherwise.

Wordtrigramperpleity | Modelsize
Language oneval -t est (parameters)
Russian(65k) 413.3 10,896,660
Russian(430k) 677.0 12,177,700
English(65k) 216.1 12,431,060

Table 1. Perpleities of word trigram modelson eval -t est
portion of corpusfor 65k and 430k vocalularieson Russianand
65k vocalulary on BNC togetherwith the numberof parameters
in eachtrigrammodel.

Automaticallyderivedclassificationsvereproducedor arange
of differentnumbersof classe$204,504,1004,2004,3004,4004
and50047 for both the two-sidedand one-sidedalgorithms. For
eachsetof classifications back-of classtrigrammodelwasbuilt
and all singletonbigramsand trigramswere discarded. Conse-
quently eachmodel containeda differentnumberof parameters.
However, it wasconsiderednoreimportantthatthe classmodels
did not containsingleton/N-gram eventsthat had beendiscarded
from the word modelsincethesewere considerednorelikely to
contributeto ary differencesobseredin modelperformanceRe-
sultsarereportedfor Englishand Russianwith a 65k vocahulary
andalsofor Russianwith a 430k vocalulary. Two-sidedclassifi-
cationsfor the latter weretoo time consumingo generateandso
arenotgiven.
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Fig. 1. Russian(65k): perpl«ity resultsfor stand-alonelassand
interpolatedvord/classmodelsoneval - t est data.

In ASR applicationstheperformancémprovementaisingclass
modelshave generallybeenobtainedby combiningthemwith a
word modelusinglinearinterpolation. Perpleity resultsfor both
the stand-alonenodelandthe interpolatedwvord and classmodel
arereportedwherethe optimal interpolationweightswere deter
minedon the held-outdev-t est dataandall perpleity results

2The extra four classesn eachmodel containsymbolsthat were not
consideredor clustering:the unknavn, numberandword boundarysym-
bols.



are computedon the appropriatecorpuss eval - t est data. A
plot of the perpleities of eachof the seven differentclassmodels
bothaloneandcombinedwith theword modelis shavnin Figurel
for Russiarandin Figure?2 for English.
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Fig. 2. English(65k): perpleity resultsfor stand-alonelassand
interpolatedvord/clasamodelsoneval - t est data.

Perplity % improvement
Ne PP.iass | PPinterp | Overwordtrigram
204 773.9 567.1 16.2
504 701.9 566.8 16.2
1004 | 670.7 572.4 15.5
2004 | 653.0 582.1 14.0
3004 | 648.6 590.5 12.8
4004 | 648.2 597.9 11.7
5004 | 647.7 602.7 11.0

Table 2. Russiarncorpus(430k): perpleity oneval -t est data
of stand-alond -sidedclasstrigram modelsandinterpolatedvord
andclasstrigrammodels.

The improvementsof the interpolatedmodelsover the base-
line word trigramthatwereobtainedwith Russiararegreater(up
to 16.3%)thanthoseobtainedfor English(up to 7.9%). Thiswas
attributedmainly to the greatersparsityof the Russiarcorpus.For
theinterpolatedmodelsthe optimalnumberof classegor the 65k
vocahularieson both corporawas 2004 for the two-sidedmodel
and504for theone-sidednodel. This reflectsthe similar quantity
of trainingdatausedfor eachlanguageAlso, theone-sidednodel
capturedessgenerablependenciethanthetwo-sidedmodelhence
the optimal numberof classeswill generallybe lower so asto
bestcomplementhe specificdependenciesapturedby the word
model.

It is interestingthatfor both Russiarvocalulary sizesa num-
ber of differentstand-aloneclassmodelshad a lower perpleity
thanthe word model and also containedfewer parameters.It is
particularlyinterestingto notethatfor the Russian430k vocalu-
lary the stand-aloné&004 classtrigram modelalsooutperformsa
word 4-grammodel(with all singleton/V-gramsdiscardedvhich

hasa perpleity of 659.60on the samedata. Moreover, the class
modelis 32% smallerthantheword 4-grammodel. The poorper

formanceof the word 4-grammodelon Russianis partly dueto

the difficulty of generatingeliable probability estimateswith in-

sufiicient data. However, the problemis alsopartly explainedby
the fact that higher orderword N-gramsbhecomelessuseful for

modellinghighly-inflectedanguagetik e Russiarin whichamore
flexible word orderingis permitted.

4. ALGORITHM PERFORMANCE

In Figure3 theclusteringtime periterationthroughthevocatulary
of the two algorithmson a 300MHz SparcUItra2 processoiare
presentedor differentnumbersof classeon the Russiancorpus
for boththe 65k and430kvocalularies.Althoughnot shavn here,
this plot is similar to thatobtainedfor the BNC corpus.Clustering
the 430k vocahulary for the two-sidedmodelwas not performed
for morethan2004classeslueto the excessve computatiortime
required.

Theclass/vord bigramcountsusedin the one-sidedtlustering
algorithmwerestoredusinga sparsematriximplementatiorso as
to bememoryefficientwhenalargevocalulary andlargenumbers
of classesvereused.However, for avery large vocahulary it was
foundthatthe clusteringspeedvasreducedadwerselyby therela-
tively larger proportionof wordsthatappeatin eachclasscontext
whenasmallnumberof classess used.An implementatiorusing
arrays(essentiallyequialentto thatusedin the two-sidedcluster
ing algorithm)wasalsoimplementedandfoundto be muchfaster
but it could only be usedfor 204 and504 classeslueto memory
limitations. The timing points for this version of the one-sided
algorithmareshavn usingcirclesin Figure3.
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Fig. 3. Clusteringtimesperiterationfor 1-sidedand2-sidedmod-
elswith botha 65k and430k Russianvocahulary (fastimplemen-
tation of one-sidedtlusteringalgorithmis marked usingcircles).

Thegraphin Figure3 clearlyshavsthespeeddwantageof the
clusteringalgorithmfor the one-sidedmodelasit was predicted
by the order of the algorithmin Equation5. Moreover, for the
muchlarger430kvocalularythereis simplyanoffsetin theoverall
clusteringtime. The scalingin the numberof classess otherwise
similar to thatfor the 65k vocahulary.



5. RECOGNITION EXPERIMENTS

This sectionshawvs that the improvementin clusteringspeedus-
ing the one-sidedclassmodel formulationis not obtainedat the
expenseof recognitionperformance.

The1997DARPA HUBA4 broadcashews evaluationwascho-
senfor the experimentsand we perform lattice rescoringexperi-
mentson latticesgeneratedisingthe 1997 HTK broadcashews
transcriptionsystem[7]. The languagemodeltraining datacom-
prised 132 million words of the LDC broadcasnews texts, the
transcription®f the1997broadcashewnstrainingdata(addedwice)
andthe 1995 Marketplacetranscriptions.A word trigram model
washuilt usingthe samevocalulary thatwasusedto generateahe
original lattices. This baselineword trigram employed Katz back-
off with Good-Turing discountingand hadsingletonbigramsand
trigramsremovedto producea modelcontainingaround16.5mil-
lion parameters.The optimal numberof classesandthe interpo-
lation weightsbetweertheword andclassmodelswereoptimised
on the developmentattices. The numberof classesvasvariedin
incrementof 100 betweenl00and1500classesandtheinterpo-
lationweightsevaluatedn increment®f 0.1. Theoptimalnumber
of classegor thetwo-sidedmodelwasfoundto be1000with inter-
polationweightsof 0.7 (word) and 0.3 (class). For the one-sided
modelthe optimal numberof classesvas 400 with interpolation
weights0.6 (word) and 0.4 (class). The perpleity of the models
on the referencetranscriptionandthe word error rate resultsare
givenin Table3.

Model PP..; | WWER | %rel.imp.
Interp. 2-sided1000 161.6 17.8 2.2
Interp. 1-sided400 162.4 17.8 2.2
Baselinewordtrigram | 171.4 18.2 —

Table 3. Perpleity andword error rate on evaluationdataof the
optimised,interpolatedword and classmodelsand the baseline
word trigrammodel.

Bothmodelcombinationgjive animprovementin performance
over the baselineword trigram model, and eachimprovementis
statisticallysignificantat the 99% level usingthe NIST Matched
Pair SentenceSggmenttest. Also, interpolatinga word 4-gram
model (with bigram, trigram and 4-gramcutofs of 1,3,3)with a
class4-grammodel (with the samecutoffs) reducedthe word 4-
grambaselineresultof 17.6%to 17.1%for the interpolatedwvord
andtwo-sidedmodel,andto 17.2%for theinterpolatedword and
one-sidednodel. Both theseimprovementswverealsofoundto be
statisticallysignificantatthe 99% confidencdevel usingthe same
test.

6. DISCUSSION

It is clearfrom the perpl«ity resultsthathave beenpresentedor
Russiarthat combinedclassandword basedanguagemodelling
canproducesignificantimprovementsn performance For a lan-
guagelike Russianwherehigherorderword N-gram modelsdo
not significantlyimprove performancecombinationsf word and
classmodelsappeatto offer a very appealingsolution. Although
the improvementsin perpleity wereshavn to be generallyless
for English,they still translatednto significantreductiondgn word
errorrateon anEnglishlanguagebroadcashews task.

The advantageof using the one-sidedclassmodel hasbeen
clearlydemonstratefbr a situationwherea very large vocahulary
is necessaryAutomaticclassificationcanbe obtainedin signif-
icantly lesstime thanfor the two-sidedclassmodelwith little or
no lossin performance.Also, althoughit hasnot beenexplicitly
investigatedhere clusteringcanbeusedasapruningtechniquefor
obtainingsmallerand/ormorerobust stand-alonédanguagemod-
els. Thiswasdemonstratedith the perpleity resultspresentedh
Section3. For suchsituationsa largernumberof classess gener
ally requiredhencethe scalingpropertiesof the algorithmfor the
one-sidectlassmodelwould recommendts use.

7. CONCLUSION

In this paperwe have presenteda comparisonof two-sidedand
one-sidedclassmodelsand have shavn the performanceof the
two modelsin termsof perplity andword errorrateto be com-
parable. We also shaved that the computationalcompleity of
thealgorithmfor obtainingclassificationgor the one-sidednodel
scaledmuch more favourably than that for the two-sidedmodel
particularlywhenlargevocalulariesand/odargenumberf classes
wereinvolved. In addition,resultswerealsoobtainedvhich shaved
thatcombinationsof word andclassmodelsoffer a goodsolution
to modellinghighly inflectedlanguagegspeciallywhenhigheror-
derword N-grammodelsgive little improvement.
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