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ABSTRACT

A novel designmethodologyfor the implementationof con-
trol unitsfor applicationspecificinstructionsetprocessors(ASIPS)
is described.Thismethodologyusesautomaticinstructionencod-
ing andsemi-automaticgenerationof thehardwareinstructionde-
coder to speedup the ASIP design. Significantpower savings
due to optimizedinstructionencodingareachieved. Resultsfor
ICORE (ISS-Core),which is an ASIP for digital video broad-
castingalgorithmsof InfineonTechnologies,demonstratethe ef-
ficiency andapplicabilityof thisapproach.

1. INTRODUCTION

Application specific instructionset processorsusing ISA
orientedinternalstructurescombineseveraladvantagescom-
paredto dedicatedhardware. The most importantadvan-
tageis the combinationof flexibility andprogrammability
of a processorwith the scalabilityandcomputationalper-
formanceof morededicatedhardware.

A drawbackof this flexibility is an increasein energy
consumptionoverdedicatedhardwarefor thesamecompu-
tationaltask.Furthermore,thedesigntime for ASIPstends
to behigherdueto the fact, that thedesignerhasto imple-
mentthehardwareandtheASIPprogram.

Thispaperdescribesamethodologyto speedupthede-
signof the ASIP hardwareusingautomaticinstructionen-
codingandsemi-automaticgenerationof theinstructionde-
coder. In addition,it is possibleto significantlyreducethe
power dissipationof the on-chip instructionmemorywith
optimizedencodingtechniques.

1.1. Why ASIPs?

Programmabilityis usefulfor theimplementationof highly
configurabletaskslikecontrolflow ormixeddataflow/control
flow tasks.Thisclassof applicationsis oftenproneto spec-
ification changeslate in the designflow. A bug fix in the
ASIP softwaredecreasesthe designeffort in thesecases-
evenpost-netlist-freezeor post-siliconmaskchangesat re-
ducedcostsarepossible.

Ontheotherhand,if theapplicationrequireshighcom-
putationalDSPperformancefor a subtask,the ASIP con-
cept is able to provide this performanceby increasingin-
struction parallelismor by using additionalhardware re-
sources.If theperformanceof anISA orientedASIP itself
is still insufficient, thecouplingof a dedicatedcoprocessor
is easilypossible.

The choicewhich kind of computationalcore is to be
usedfor aspecificdesignclearlyisatrade-off betweenpower-
efficiency andflexibility in caseof asemi-customASIPand
a dedicatedsemi-customcore. The deploymentof a full-
customDSPcore (often availableas a hard-macroblock)
may alsobe an option for power-critical applicationswith
thedrawbackof amoreheterogeneous,expensiveandrisky
designflow andthelossof technologyindependence.

1.2. ASIP Control Power Minimization

Thispaperdealswith ASIPpowerreductionusingadvanced
instructionencodingschemesto reducethepower distribu-
tion in the ASIP instructionmemory. Resultsfor ICORE
(ISS-core)[1] [2] clearlyindicatethattheinstructionmem-
ory canhave a significantcontribution to theoverall ASIP
powerasdepictedin figure1.
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Figure1: ICOREpowerdistribution (unoptim.)

The following two options to reducememorypower
consumptionhavebeenusedin thiswork:+ reductionof thewordwidthandthenumberof words



in thememory+ minimizationof thetoggleactivity in thememory

Thereductionof thememorywordwidth is well known
andhasbeenexploitede. g. by theARM thumbextension
[7] andby many othersreducingthesizeof the instruction
ROM. This reductionis commonlyreferredto as“increase
of thecodedensity”,whichmeansreductionin redundancy
in instructionencoding.This concepthasbeenusedwithin
ourmethodologytodesignanappropriateinstructionseten-
codingwith minimuminstructionword width usingtheen-
codingtechniquesfor fixedsizeinstructionwordsdescribed
in chapter3.

Furthermore,our methodologysupportsreductionof
the internal switching activity in the memory itself. For
this reasonwe have to usemoredetailedpower modelsfor
the memorieswhich aredescribedin chapter2. In chap-
ter 3 the tool usedfor this optimizationand the encoding
techniquesare described. Finally, the applicationof this
designmethodologytogetherwith quantitative resultsare
presentedin chapter4.

2. MEMORY MODELS

Thefollowing discussionis limited to thereadoperationof
simplereadonly memories(ROMs) or simplerandomac-
cessmemories(RAMs), but similar modelscould alsobe
usedfor the write operationof RAMs. The adaptionto
enhancedlow power memoriesusingdivided-word-lineor
segmentedbit-lines is alsopossiblebut not coveredwithin
this work. Furthermore,it is assumedthat themainsource
of powerconsumptionis theswitchingactivity of thenodes
andnot the static leakagecurrent(which is significantfor
very low Vdd-memories).

Memorymodelsusedfor RTL andgate-levelpowertools
likeSynopsys’DesignPoweror Sente’sWattwatcheruseex-
tremelysimplepower dissipationmodels. They only con-
siderthelogic activity on theprimaryI/Os andwhetherthe
memoryis active(chipsselectasserted)or not. Theinternal
logic activity is ignoredby thissimpleapproach.

Theproposedoptimizationsin chapter3 optimizesthe
internalmemorypowerconsumption.Thus,amoredetailed
modelof the memoryis required.Figure2 shows a block
diagramof aROM with onetransistorin thebit cell [3]: the
row decoderusesonepartof thememoryaddressto activate
onerow of the ROM. This row is connectedto bit cells -
eachof themcontainsonetransistorin thiscase.If thegate
contactof this transistoris connected(logic “0” - uncon-
nectedgatescorrespondto a logic “1”) to theword line, the
correspondingbit line, which hasbeena priori precharged
to logic high, is dischargedby this transistor. Finally, us-
ing theremainingaddressbits, thecorrectsetof bit linesis
selectedby thecolumndecoder. Othertechnologyoptions
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Figure2: ROM Structure

arepossiblebut theprincipleof thisreadoperationstaysthe
same.During readoperationof a memoryline, a “0” bit in
memoryrequiresonecharging andonedischarging action
whereasa“1” bit requiresnotoggleactivity onthebit lines.
For largememoriesthememorymatrixusesa lot of silicon
area,thus,the bit andword lines andall of the connected
nodesrepresenthugecapacitancesin the design. Accord-
ing to a casestudyby Chang[4], about70%of theSRAM
power is consumedby thebit lines,thesenseamplifiersand
the bit cells themselves. For ROMs thesevaluesmight be
slightly different,becausethey areusingdifferentcells.The
proposedmodelfor the currentwork assumes,that the re-
mainingpower (30% for the previously mentionedexam-
ple) is not a functionof theinformationstoredin themem-
ory and,thus,is notaffectedby theencodingoptimizations.

Thepower dependingon theactivity of theword lines
andbit lines is modelledusingoverall capacitancescorre-
spondingto the sumof all affectedphysicalcapacitances.
For a bit line this overall capacitanceXZY\[^] _�[!`'a canbesub-



dividedinto thecapactitanceof thebit line itself, thecapac-
itanceof theconnectedbit cell nodesandtheinput capaci-
tanceof theconnectedsenseamplifier. Theproposedmodel
is depictedin figure3. In this modeltheword linescontrol
ideal switcheswhich areable to discharge the bit lines in
caseof a “0” bit in thecell.
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Figure3: Modelwith internalcapacitances
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Figure4: ASIPwith InstructionMemory

Thedescribedmodelhasbeenimplementedto beused
within Sysnopsys’DesignPower. It supportsarbitrarymem-
ory organizationsin termsof prq�s�t uwv\xzy�{}|�~�v�� u�v�xzy�{ with
adjustablecapacitancesX�Y\[^] _�[!`'a and XZ�z����� _�[!`'a .

3. AUTOMATIC INSTRUCTION ENCODING

Theproposedmethodologyincludesa softwaretool, which
generatesaninstructioncodingtablefor theASIPasafunc-
tion of the instructions,thathave beenusedin a givenpro-
gram. Afterwards, the information storedin the instruc-
tion memoryandpartsof thehardwaredecoder(namelythe
“predecoder”of figure4) aregenerated.

3.1. Minimum Instruction Word Width
Theinstructionwordof anISA orientedASIPcanbesubdi-
videdinto operationcodefield (op-codefield) andoperand
fieldsasshown in figure4.

In this project we usedfixed length binary encoding
and variablelength hierarchicalencodingfor the op-code
field. Hierarchicalencodingcantake advantageof shorter
op-codefields in combinationwith long operandfields to
minimize theoverall instructionword width. On theother
hand, thereare cases,wherethe normal binary encoding
yields betterresultsthanhierarchicalencoding.Our auto-
matic encodingprogramfirst analyzesthe instructionset,
whichmightbesubjectto frequentmodificationsduringthe
ASIPdefinition.Theoptimumop-codefield encodingstyle
is thenautomaticlyselectedresultingin theshortestpossi-
ble instructionword length.

Thepositionof theoperandfieldsin theinstructionword
is determinedheuristiclyreducingthehardwareeffort of de-
muxingtheoperandvalues.Thechallengeis to find anas-
signment,whereoperandfieldsof thesametype(e. g. reg-
isterfields)usethesamepositionin theinstructionwordfor
differentinstructionformats,if this is possible.

Additionaloperandfieldencodingoptimizationarepos-
sibleusinghistogramsof theoperandvaluesfrom thepro-
grametracefilesobtainedusingthefastLISA simulator[5].
For instance,if mostof therelatively longimmediatevalues
usesmallnon-negativevalues(binaryencoded)with alot of
“0”es, it is advantageousto storetheseimmediatevaluesbit
inversed.

An evenmoreaggressiveoptimizationmethodusesoper-
andcompression.Startingfrom ahistogramof theusedval-
uesof oneoperandin theprogram,theencoderprogramim-
plementsahardwarelook uptablefor theusedoperandval-
uesonly. If not all of thepossibleoperandvaluesareused
in the program(which usually happensfor large operand
fields), it is possibleto usea muchshorterfield in the in-
structionword. This methodologyis very effective to re-
ducethe width of the instructionword, but it reducesthe
flexibility of thedesign,becauselatedesignchangesrequir-
ing theuseof non-implementedvaluesin thehardwarelook
up tableareharderto realize. Furthermore,the maximum
sizeof the look up tableis limited in hardwaredepending
on theconstraintsof thedesignin termsof speedandarea
andthecapabilitiesof thesynthesistool.

3.2. Reducing the Toggle Activity

As a function of the primary sourceof power dissipation
thereductionof thebit line toggleactivity seemedto bethe
bestcandidatefor thoroughoptimization.By usingasmany
“1” bitsaspossiblein thememorythetoggleactivity onthe
bit linesis minimized,becausethebit line doesnot have to
be dischargedafter the precharge phase.This featurehas
beenimplementedin the automaticencodingtool for this
work. For the binary fixed length op-codeencoding,the
tool assignsthecodewordsasa functionof theirHamming
weight startingwith the most frequentlyoccuringinstruc-
tion (maximumweight codeword) to the leastfrequently
occuringone(minimumweigthcodeword).



4. OPTIMIZATION RESULTS

The proposedmethodologyhas beenapplied to ICORE,
which is an ASIP implementingessentialcontrol andpro-
cessingtasksof the next generationof INFINEON Tech-
nologiesAG(Munich/Germany) single-chipDVB-T receiver.
Thischipintegratesnew featurestogetherwith enhancedal-
gorithmscomparedto thelastgenerationreceiver chip [6].
Theimplementationof ICOREhasa typical load/storehar-
vard DSP-architecture.The completedatapathexcluding
the 16x16-bitmultiplier has32 bits. The coreimplements
56DSPinstructions.Theseinstructionsaresubdividedinto
18 arithmeticinstructionsand14 instructionsfor program
flow controlincludingzerooverheadloop instructions.The
remaininginstructionsareusedfor memoryand interface
I/O operations,bit manipulationsandlogicaloperationsetc.
Furthermore,somehighly optimizedinstructionssupporta
fastCORDICanglecalculation.Thecomputationaltasksof
ICORErequiredabout1500assemblerinstructions,thus,a
2k word instructionmemoryhasbeenused,leaving enough
capacityfor furtherextensions.

Table1 shows the toggleratesof thememorybit lines
usinganinternalinstructionmemoryorganizationsof 4 col-
umnsá20bit with 512wordlinesandatypicalICOREpro-
gramfor DVB-T acquisitionasbenchmark.Threeencoding
techniqueshavebeenevaluated:+ conventionalbinary encodingwith hierarchicalop-

codefield+ thesameencodingbit-inverted+ optimizedencodingusing the proposedinstruction
encodingtoolwith automaticoperandfield inversion,
maximizingthe“1” bits in memory

encoding bit line savings
technique toggles (BL toggle

/1E6 count)

unopt.
binary 2.93 0%
inverted
binary 1.06 63,6%
optimized
encoding 0.829 71,7%

Table1: Resultsof ToggleRateOptimization

It is obvious from table1 that the conventionalbinary
encodingyieldsa very high bit line toggleactivity. This is
dueto the fact, that this encodingimplicitly tendsto pre-
fer “0” bits insteadof “1” bits e.g. for small non-negative
operandvalueslike registerandimmediatefields. Simple
bit inversionalreadyyields a significantimprovement,but

theexplicitly optimizedencodingis still better. Thecorre-
spondingpower savings areestimatedassuminga similar
(but for ourapproachmoreconservative)SRAM powerdis-
tribution analogousto the oneof Changwhereabout60%
of the overall power is due to the bit line toggle activity.
Thisassumptionyieldsapowerreductionin thememoryof
approximatley 43%.

For theICOREoverallpowerconsumption,this means
a reductionof 19%. This is obviously not the biggerpart
of theoverall power, but asthis saving wasachievedusing
a completelyautomaticdesignmethodologywithout sacri-
ficying any otherdesignparameter, thissaving is extremely
valuable.

Theseresultsmayvaryusingdifferentmemoryorgani-
zationsanddifferentassumptionsconcerningthe memory
power. It maybeargued,thatthe instructiondecodercom-
plexity in the ASIP could significantly increaseand undo
the savings in termsof power consumptionusingthis ap-
proach.This is not thecasein this example,astheratio of
thecompletedecoderpowerto theoverallpoweris lessthan
2%for all encodings.

5. SUMMARY
A novel approachto thedesignof thedecoderunit of ISA
orientedASIPshasbeendescribed.For this methodology,
thedecoderhasbeensubdividedinto predecoderconnected
to theinstructionmemoryandmaindecoder, generatingall
the neededcontrol signalsfor the datapath. The instruc-
tion encodingandthe hardwarepredecoderwereautomat-
icly generated.Usingthisapproachandappropriateinstruc-
tion encodingtechniquesfor ICORE- anASIP for DVB-T
algorithms- power savingsof typically 20%in theinstruc-
tion memorywere achieved. The physicaldesignof this
DVB-T chip is currentlyperformedat InfineonTechnolo-
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