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ABSTRACT

A novel designmethodologyfor the implementatiorof con-
trol unitsfor applicationspecificinstructionsetprocessoréASIPS)
is described This methodologyusesautomatidnstructionencod-
ing andsemi-automatigeneratiorof thehardwareinstructionde-
coderto speedup the ASIP design. Significantpower saszings
dueto optimizedinstructionencodingare achieved. Resultsfor
ICORE (ISS-Core),which is an ASIP for digital video broad-
castingalgorithmsof Infineon Technologiesdemonstrateéhe ef-
ficiengy andapplicability of this approach.

1. INTRODUCTION

Application specificinstruction set processoraising ISA
orientednternalstructuregombineseveraladvantagesom-
paredto dedicatechardware. The mostimportantadvan-
tageis the combinationof flexibility andprogrammability
of a processomwith the scalabilityand computationaper
formanceof morededicatechardware.

A drawbackof this flexibility is anincreasen enegy
consumptiorover dedicatechardwarefor the samecompu-
tationaltask. Furthermorethe designtime for ASIPstends
to be higherdueto thefact, thatthe designehasto imple-
mentthe hardwareandthe ASIP program.

This paperdescribes methodologyto speedipthede-
sign of the ASIP hardware usingautomaticinstructionen-
codingandsemi-automatigeneratiorof theinstructionde-
coder In addition, it is possibleto significantlyreducethe
power dissipationof the on-chipinstructionmemorywith
optimizedencodingechniques.

1.1. Why ASIPs?

Programmabilityis usefulfor theimplementatiorof highly
configurablaaskdik e controlflow or mixeddataflow/control
flow tasks.This classof applicationds oftenproneto spec-
ification changedate in the designflow. A bug fix in the
ASIP software decreasethe designeffort in thesecases
evenpost-netlist-freezer post-siliconmaskchangest re-
ducedcostsarepossible.

Ontheotherhand,if theapplicationrequireshighcom-
putationalDSP performancefor a subtaskthe ASIP con-
ceptis ableto provide this performanceby increasingin-
struction parallelismor by using additional hardware re-
sources.If the performanceof anISA orientedASIP itself
is still insufficient, the couplingof a dedicatedcoprocessor
is easilypossible.

The choicewhich kind of computationatoreis to be
usedor aspecificdesigrclearlyis atrade-of betweerpowver
efficiengy andflexibility in caseof asemi-custonASIP and
a dedicatedsemi-custonrcore. The deploymentof a full-
customDSP core (often available as a hard-macrablock)
may alsobe an option for power-critical applicationswith
thedrawvbackof a moreheterogeneousxpensve andrisky
designflow andthelossof technologyindependence.

1.2. ASIP Control Power Minimization

This paperealswith ASIP powerreductionusingadvanced
instructionencodingschemeso reducethe power distribu-
tion in the ASIP instructionmemory Resultsfor ICORE
(ISS-core)1] [2] clearlyindicatethattheinstructionmem-
ory canhave a significantcontribution to the overall ASIP
power asdepictedn figure1.
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Figurel: ICORE power distribution (unoptim.)

The following two optionsto reducememory power
consumptiorhave beenusedin thiswork:

o reductionof thewordwidth andthenumberof words



in thememory
e minimizationof thetoggleactwvity in the memory

Thereductionof the memorywordwidth is well known
andhasbeenexploitede. g. by the ARM thumbextension
[7] andby mary othersreducingthe size of theinstruction
ROM. This reductionis commonlyreferredto as“increase
of the codedensity”,which meangeductionin redundang
in instructionencoding.This concepthasbeenusedwithin
ourmethodologyto desigranappropriaténstructionseten-
codingwith minimuminstructionword width usingthe en-
codingtechniquedor fixedsizeinstructionwordsdescribed
in chapter3.

Furthermore,our methodologysupportsreductionof
the internal switching actiity in the memoryitself. For
this reasonwe have to usemoredetailedpower modelsfor
the memaorieswhich are describedn chapter2. In chap-
ter 3 the tool usedfor this optimizationandthe encoding
techniquesare described. Finally, the applicationof this
designmethodologytogetherwith quantitatve resultsare
presentedn chapter.

2. MEMORY MODELS

Thefollowing discussionis limited to the readoperationof

simplereadonly memories(ROMs) or simplerandomac-
cessmemories(RAMSs), but similar modelscould also be
usedfor the write operationof RAMs. The adaptionto

enhancedow power memoriesusingdivided-word-line or

segmentedbit-linesis alsopossiblebut not coveredwithin

thiswork. Furthermoreit is assumedhatthe mainsource
of pawer consumptions the switchingactivity of thenodes
andnot the staticleakagecurrent(which is significantfor

verylow Vdd-memories).

Memorymodelsusedfor RTL andgate-level powertools
like SynopsysDesignPaveror Sentes Wattwatcheruseex-
tremely simple power dissipationmodels. They only con-
siderthelogic activity ontheprimaryl/Os andwhetherthe
memoryis active (chipsselectasserteddr not. Theinternal
logic actiity is ignoredby this simpleapproach.

The proposedptimizationsin chapter3 optimizesthe
internalmemorypowerconsumptionThus,a moredetailed
modelof the memoryis required. Figure 2 showvs a block
diagramof a ROM with onetransistoiin the bit cell [3]: the
row decodeusesonepartof thememoryaddresso activate
onerow of the ROM. This row is connectedo bit cells -
eachof themcontainsonetransistoiin this case.lf thegate
contactof this transistoris connectedlogic “0” - uncon-
nectedgatescorrespondo alogic “1") to thewordline, the
correspondindpit line, which hasbeena priori prechaged
to logic high, is dischagedby this transistor Finally, us-
ing theremainingaddresdits, the correctsetof bit linesis
selectedby the columndecoder Othertechnologyoptions
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Figure2: ROM Structure

arepossiblebut theprincipleof thisreadoperatiorstaysthe
same.During readoperationof a memoryline, a“0” bit in
memoryrequiresone chaging and one dischaging action
whereas“1” bit requiresnotoggleactiity onthebit lines.
For large memorieshe memorymatrix usesalot of silicon
area,thus, the bit andword lines andall of the connected
nodesrepresenhugecapacitances the design. Accord-
ing to a casestudyby Chang[4], about70% of the SRAM
poweris consumedby thebit lines,the senseamplifiersand
the bit cellsthemseles. For ROMs thesevaluesmight be
slightly different,becaus¢hey areusingdifferentcells. The
proposedmnodelfor the currentwork assumesthatthe re-
maining power (30% for the previously mentionedexam-
ple) is nota function of theinformationstoredin the mem-
ory and,thus,is notaffectedby theencodingoptimizations.

The power dependingon the actity of theword lines
andbit lines is modelledusing overall capacitancesorre-
spondingto the sumof all affectedphysicalcapacitances.
For a bit line this overall capacitanc&;;_;;,. canbe sub-



dividedinto thecapactitancef thebit line itself, thecapac-
itanceof the connectedit cell nodesandtheinput capaci-
tanceof theconnectedenseamplifier Theproposednodel
is depictedn figure 3. In this modeltheword linescontrol
ideal switcheswhich are ableto dischage the bit linesin

caseof a“0” bit in thecell.
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Figure3: Modelwith internalcapacitances
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The describednodelhasbeenimplementedo be used
within SysnopsysDesignPwaver. It supportsarbitrarymem-
ory organizationsn termsof word_lines x bit_lines with
adjustablecapacitance€’y;;_iine aNdCuyord_sine-

3. AUTOMATIC INSTRUCTION ENCODING

The proposednethodologyincludesa softwaretool, which
generateaninstructioncodingtablefor the ASIP asafunc-
tion of theinstructionsthathave beenusedin a givenpro-
gram. Afterwards, the information storedin the instruc-
tion memoryandpartsof thehardwaredecode(namelythe
“predecoder’of figure4) aregenerated.

3.1. Minimum Instruction Word Width
Theinstructionword of anISA orientedASIP canbesubdi-
videdinto operationcodefield (op-codefield) andoperand
fieldsasshovnin figure4.

In this project we usedfixed length binary encoding
and variablelength hierarchicalencodingfor the op-code
field. Hierarchicalencodingcantake adwvantageof shorter
op-codefieldsin combinationwith long operandfields to
minimize the overall instructionword width. On the other
hand, there are caseswherethe normal binary encoding
yields betterresultsthanhierarchicalencoding. Our auto-
matic encodingprogramfirst analyzesthe instructionset,
which mightbesubjecto frequentmodificationsduringthe
ASIP definition. The optimumop-codefield encodingstyle
is thenautomaticlyselectedesultingin the shortestpossi-
ble instructionword length.

Thepositionof theoperandieldsin theinstructionword
is determinedheuristiclyreducinghehardwareeffort of de-
muxingthe operandvalues.The challenges to find anas-
signmentwhereoperandieldsof the sametype (e. g. reg-
isterfields)usethe samepositionin theinstructionword for
differentinstructionformats,if thisis possible.

Additionaloperandield encodingoptimizationarepos-
sible using histogramsf the operandvaluesfrom the pro-
grametracefiles obtainedusingthefastLISA simulator[5].
Forinstanceif mostof therelatively longimmediatevalues
usesmallnon-ngativevalueg(binaryencodedjvith alot of
“0"es, it is advantageouso storetheseémmediatevalueshit
inversed.

An evenmoreaggressie optimizationmethodusesoper-
andcompressionStartingfrom a histogranof theusedval-
uesof oneoperandn theprogramtheencodeprogramim-
plementsahardwarelook up tablefor theusedoperandval-
uesonly. If notall of the possibleoperandvaluesareused
in the program(which usually happendor large operand
fields), it is possibleto usea muchshorterfield in the in-
structionword. This methodologyis very effective to re-
ducethe width of the instructionword, but it reduceshe
flexibility of thedesignbecauséatedesignchangesequir
ing theuseof non-implementedaluesin the hardwarelook
up tableare harderto realize. Furthermorethe maximum
size of thelook up tableis limited in hardwaredepending
on the constraintf the designin termsof speedandarea
andthe capabilitiesof the synthesigool.

3.2. Reducingthe Toggle Activity

As a function of the primary sourceof power dissipation
thereductionof thebit line toggleactiity seemedo bethe
bestcandidatdor thoroughoptimization.By usingasmary
“1" bitsaspossiblen thememorythetoggleactivity onthe
bit linesis minimized,becausehe bit line doesnot have to
be dischaged after the prechage phase. This featurehas
beenimplementedn the automaticencodingtool for this
work. For the binary fixed length op-codeencoding,the
tool assignghe codewordsasa functionof theirHamming
weight startingwith the mostfrequentlyoccuringinstruc-
tion (maximumweight codeword) to the leastfrequently
occuringone(minimumweigthcodeword).



4. OPTIMIZATION RESULTS

The proposedmethodologyhas beenappliedto ICORE,
which is an ASIP implementingessentiatontrol and pro-
cessingtasksof the next generationof INFINEON Tech-
nologiesAG (Munich/Germag) single-chipDVB-T recever.
Thischipintegratesnew featuregogethemith enhancedl-
gorithmscomparedo the lastgeneratiorrecever chip [6].
Theimplementatiorof ICORE hasatypical load/storenar
vard DSP-architecture.The completedatapathexcluding
the 16x16-bitmultiplier has32 bits. The coreimplements
56 DSPinstructions Thesenstructionsaresubdiidedinto
18 arithmeticinstructionsand 14 instructionsfor program
flow controlincludingzerooverheadoopinstructions.The
remaininginstructionsare usedfor memoryand interface
I/O operationshit manipulationsandlogical operationgtc.
Furthermoresomehighly optimizedinstructionssupporta
fastCORDICanglecalculation.Thecomputationatasksof
ICORErequiredabout1500assemblemstructionsthus,a
2k wordinstructionmemoryhasbeenused leaving enough
capacityfor furtherextensions.

Table 1 shavs thetoggleratesof the memorybit lines
usinganinternalinstructionmemoryorganization®f 4 col-
umnsa 20 bit with 512wordlinesandatypical ICOREpro-
gramfor DVB-T acquisitionasbenchmarkThreeencoding
techniquedave beenevaluated:

e corventionalbinary encodingwith hierarchicalop-
codefield

¢ thesameencodingpit-inverted

e optimized encodingusing the proposedinstruction
encodingool with automaticoperandieldinversion,
maximizingthe“1” bitsin memory

encoding |bit line || savings

t echni que | t oggl es (BL toggle
/ 1E6 count)

unopt .

bi nary 2.93 0%

i nverted

bi nary 1.06 63, 6%

opti m zed

encodi ng | 0.829 71, 7%

Tablel: Resultsof ToggleRateOptimization

It is obvious from table 1 thatthe corventionalbinary
encodingyieldsa very high bit line toggleactwvity. Thisis
dueto the fact, that this encodingimplicitly tendsto pre-
fer “0” bits insteadof “1” bits e.g. for small non-nejative
operandvalueslik e registerandimmediatefields. Simple
bit inversionalreadyyields a significantimprovement,but

the explicitly optimizedencodingis still better The corre-
spondingpower savings are estimatedassuminga similar
(but for ourapproachmoreconsenrative) SRAM powerdis-
tribution analogoudo the one of Changwhereabout60%
of the overall power is dueto the bit line toggle actity.
Thisassumptioryieldsapowerreductionin the memoryof
approximatlg 43%.

For the ICORE overall power consumptionthis means
areductionof 19%. This is obviously not the bigger part
of the overall power, but asthis saving wasachiered using
a completelyautomaticdesignmethodologywithout sacri-
ficying ary otherdesignparameterthis saving is extremely
valuable.

Theseresultsmay vary usingdifferentmemoryorgani-
zationsand differentassumptiongoncerningthe memory
power. It maybeargued,thattheinstructiondecodercom-
plexity in the ASIP could significantly increaseand undo
the savings in termsof power consumptiorusing this ap-
proach.This is notthe casein this example,astheratio of
thecompletedecodepowerto theoverall poweris lessthan
2% for all encodings.

A novel approachto the desig‘%gf trTe decodemnit of ISA
orientedASIPshasbeendescribed.For this methodology
thedecodehasbeensubdvidedinto predecodeconnected
to theinstructionmemoryandmaindecodergeneratingll
the neededcontrol signalsfor the datapath. The instruc-
tion encodingandthe hardware predecodewere automat-
icly generatedUsingthisapproactandappropriaténstruc-
tion encodingtechniquegor ICORE - anASIP for DVB-T
algorithms- power savings of typically 20%in theinstruc-
tion memorywere achiezed. The physicaldesignof this
DVB-T chip is currently performedat Infineon Technolo-
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