
AN EFFICIENT ROBUST ADAPTIVE FILTERING SCHEME BASED ON
PARALLEL SUBGRADIENT PROJECTION TECHNIQUES

Isao Yamada, Konstantinos Slavakis and Kenyu Yamada

Tokyo Institute of Technology,
Dept. of Communications and Integrated Systems,
Ookayama, Meguro-ku, Tokyo 152-8552, JAPAN

E-mails: {isao,slavakis}@ss.titech.ac.jp

ABSTRACT
This paper presents a novel robust adaptive filtering scheme based
on the interactive use of statistical noise information and an exten-
sion of the ideas developed originally for efficient algorithmic so-
lutions to the convex feasibility problems. The statistical noise in-
formation is quantitatively formulated as stochastic property closed
convex sets by the simple design formulae developed in this pa-
per. The proposed adaptive algorithm is computationally efficient
and robust to noise because it requires only an iterative parallel
projection onto a series of closed half spaces highly expected to
contain the unknown system to be identified. The numerical ex-
amples show that the proposed adaptive filtering scheme achieves
low estimation error and realizes dramatically fast and stable con-
vergence even for highly colored excited input signals in severely
noisy situations.

1. INTRODUCTION

In this paper, a novel direction toward efficient robust adaptive fil-
tering is addressed by recasting the similarity between one of the
major adaptive algorithms, the affine projection algorithm (APA)
[1, 2, 3, 4, 5], and a standard algorithmic solution (POCS) [6] to the
convex feasibility problem for finding a point in the intersection of
a family of closed convex sets in a real Hilbert space [7, 8, 9, 10].

With the intent of improving the convergence speed of the
classical normalized least mean squares algorithm (NLMS) [11,
12] mainly for highly colored excited input signals, the APA was
proposed as an iterative relaxed projection onto a series of linear
varieties Vk ⊂ R

N (k ∈ Z) where the unknown system param-
eter h∗ ∈ R

N surely exists in noiseless situations (See (3) for
the definition of the APA). Each linear variety Vk is generated as
the intersection of certain number, say r ∈ N

∗ , of hyperplanes
determined by the instantaneous input-output relations of the un-
known system to be estimated (The NLMS, known as a variation
of the standard LMS, is the simplest APA, for r = 1, based on
an iterative relaxed projection onto a series of hyperplanes them-
selves. The rate of convergence of the NLMS is potentially faster
than that of the standard LMS algorithm for both uncorrelated and
correlated input signals [11, 12]. For recent advance on the con-
vergence analysis of the variations of the LMS algorithm, see for
example [13] and the references therein). Although it has been
reported that the increase of the number r of the hyperplanes to
generate Vk improves the convergence speed of APA, in particular
for highly colored excited input signals in relatively high SNR, the
increase of r causes a serious growth of the computational com-
plexity. To save the computational cost of APA, a great deal of
effort has been devoted for example by using a sliding windowed
FRLS [4] or selective-partial-updating techniques [3, 5].

Obviously the underlying idea of the APA is to efficiently find
a vector, as an estimate of the unknown system parameter h∗ to
be identified, in the intersection of hyperplanes expected to con-
tain h∗. From this point of view, the APA can be seen as a vari-
ation of the classical Kaczmarz’s iterative method for system of
linear equations [8] or its well-known generalization POCS [6].
Although there is a big difference between APA and POCS be-

cause POCS repeatedly uses all the linear varieties (more generally
all the closed convex sets) but the APA does not, one of the most
important properties, the monotonicity of the estimation errors (in
noiseless case) of APA, is essentially derived from the same math-
ematical reason as that for the Fejér-monotonicity of the POCS [8].

However, in practice, the observed signal is corrupted by the
additive noise and thus each hyperplane has low reliability to con-
tain the system parameter h∗—this causes serious instability or
notable decline of the convergence in the learning process of the
APA in relatively low SNR.

The apparent similarity of APA and POCS suggests that a
straightforward strategy to overcome the sensitiveness of APA to
noise would be the introduction of the idea of POCS and the re-
placement of the linear varieties in APA by alternative closed con-
vex sets with higher reliability to contain the system parameter h∗.
Indeed, as will be shown in the next section, based on the statistical
information on the additive noise, a set-theoretic formulation pro-
vides such a closed convex set by Ci := {x ∈ R

N : gi(x) ≤ 0}
where gi : RN → R is a differentiable convex function for all
i ∈ I ⊂ Z. However since such a closed convex set Ci is not
simple enough to have closed form expression of the exact projec-
tion onto itself, the necessary computation for such a projection is
much more costly than that of the orthogonal projection onto the
linear variety in the original APA. To circumvent the shortcoming
of POCS caused by the use of exact projections, the subgradient
projection methods have been developed as alternative algorith-
mic solutions to the convex feasibility problems [7, 8, 14]. Since
the subgradient projection methods do not require the exact projec-
tion onto each closed convex set Ci but the projection onto closed
halfspaces defined simply by the gradient or subgradient of the
convex function gi, significant reduction of the computational cost
is achieved.

In this paper we propose a novel adaptive filtering scheme by
extending the ideas of an extrapolated parallel version of the sub-
gradient projection methods [14] for the iterative parallel incorpo-
ration of the noise information into the instantaneous input-output
relations. The monotonicity of the estimation error by the pro-
posed adaptive scheme is highly expected because of elementary
facts on the subgradient projection method. Moreover a simple
design of closed convex sets of significant effectiveness to the pro-
posed scheme is presented in this paper which also demonstrates
an essential reason why the APA is sensitive to noise.

The numerical examples show that the proposed algorithm
achieves low estimation error and realizes dramatically fast and
stable convergence even for highly colored excited speech like in-
put signals in severely noisy situations, which is hard task even for
the RLS [12] because RLS suffers from certain model mismatch
problem causing serious degradation of the learning performance
[12].

2. PRELIMINARIES

LetZ,N and R denote the sets of all integers, nonnegative integers
and real numbers respectively. Define, also, N∗ := N\{0}. Given
N ∈ N

∗ , we consider the Euclidean space H := R
N that is a



real Hilbert space equipped with the inner product 〈x,y〉 := xty,

∀x,y ∈ H, and its induced norm ‖x‖ :=
�
xtx

�1/2
, ∀x ∈ H,

where the superscript t stands for transposition (We will also use
the same notation ‖ · ‖ for the standard norm defined on the differ-
ent finite dimensional space Rr , r ∈ N∗ ). A set C ⊂ H is convex
provided that ∀x,y ∈ C, ∀ν ∈ [0, 1], νx+ (1 − ν)y ∈ C (Note
that a linear variety is a closed convex set). For any closed con-
vex set C ⊂ H, the projection operator PC : H → C is defined
by ‖x− PC(x)‖ = miny∈C ‖x− y‖ ,∀x ∈ H. The mapping
TC := I+λ(PC − I), where I : H → H is the identity operator,
for λ ∈ (0, 2) is called the relaxed projection. A function g : H →
R is said to be convex if ∀x,y ∈ H and ∀ν ∈ [0, 1], g(νx+ (1−
ν)y) ≤ νg(x) + (1 − ν)g(y). The subdifferential of a convex
function g at y, denoted ∂g(y), is the set of all the subgradients of
g at y: ∂g(y) :=

�
s ∈ H : (x− y)ts+ g(y) ≤ g(x), ∀x ∈ H	.

The convex function g : H → R has a unique subgradient at y ∈
H if g is (Gâteaux) differentiable at y [8]. This unique subgradient
is nothing but the gradient ∇g(y), i.e., ∂g(y) = {∇g(y)}.

In this paper we elaborate on the following adaptive filtering
estimation scheme. Let (uk)k∈Z⊂ R. Define the input sequence
(uk)k∈Z⊂ H as uk := [uk, uk−1, . . . , uk−N+1]

t ∈ H, ∀k ∈ Z.
For r ∈ N

∗ , let Uk := [uk−r+1, . . . ,uk] ∈ R
N×r . Its column

and row spaces are denoted by R(Uk) and R �U t
k

�
respectively.

Let, also, (nk)k∈Z⊂ R denote the noise process. If h∗ ∈ H
stands for the system to be estimated, or estimandum, and nk :=
[nk, . . . , nk−r+1]

t ∈ R
r , ∀k ∈ Z, we introduce the following

linear model for the data process (dk)k∈Z⊂ R
r :

dk := U
t
kh

∗ +nk, a.s., ∀k ∈ Z, (1)

where a.s. stands for almost surely. Let h ∈ H denote an estimate
of h∗. We define then the estimation residual functions ek : H →
R

r , k ∈ Z, by

ek(h) := U
t
kh − dk, a.s., ∀k ∈ Z. (2)

The APA scheme generates a sequence (hk)k∈Z⊂ R
N , as the

estimates of h∗ in (1), by

hk+1 := hk + λk (PVk(hk) − hk) , ∀k ∈ Z, (3)

where λk ∈ (0, 2) and Vk is the linear variety defined by Vk :=
arg min

h∈H


U t

kh − dk



 (NOTE: The equivalence between (3)
and the original formulation in [2] is obvious). For highly colored
excited signal (uk)k∈Zin relatively high SNR, it has been reported
that the use of r > 1 significantly improves the convergence speed
of (hk) generated by the NLMS algorithm defined by (3) with
r = 1. Another characterization of Vk can be given by noticing

that δ1/2
k := minh∈H



U t
kh − dk



 =



PR(Ut

k)(dk) − dk




.

Clearly, if dk ∈ R �U t
k

� ⊆ R
r , then δk = 0. By the fact

U t
k ∈ R

r×N , we deduce that if N � r, a condition which com-
plies with the demands of nowadays applications, then R �U t

k

�
will most likely extend over the space Rr and thus include dk or
at least be large enough to force δk take values close to zero.

For the noiseless case, a simple inspection leads to

‖hk+1 − h
∗‖ =



(hk − h
∗) − λkPR(Uk)(hk − h

∗)


 , (4)

which is minimized at λk = 1. Moreover, for any λk ∈ [0, 2], the
monotonicity property follows:

‖h∗ − hk+1‖ ≤ ‖h∗ − hk‖ , ∀k ∈ I ⊂ Z, (5)

being one of the most desired properties for adaptive filtering. The
property (5) is guaranteed due to the membershiph∗ ∈ Tk∈I Vk �=
∅, or more generally due to the following lemma:

Lemma 1 Let Ck+1 ⊂ H be a closed convex set satisfying h∗ ∈
Ck+1 �= ∅. For any hk ∈ H and any λk ∈ [0, 2], define hk+1 :=
hk+λk

�
PCk+1 (hk) − hk

�
. Then, ‖h∗ − hk+1‖ ≤ ‖h∗ − hk‖.

In particular, ‖h∗ − hk+1‖ < ‖h∗ − hk‖ for λk ∈ (0, 2), if
hk /∈ Ck+1.

However, in practice, the inescapable presence of noise (nk)
randomly dislocates each linear variety from its original position,
which in general makes the membership h∗ ∈ T

k∈I Vk �= ∅
questionable. This is the main reason why the performance of the
APA is strongly influenced by additive noise. A very small re-
laxation parameter λk(≈ 0.05) has been empirically chosen even
for SNR = 30dB [3]. To design therefore a robust adaptive fil-
tering scheme, the information about the noise process has to be
incorporated somehow into the formulation—a strategy that is not
followed in the APA. We do so by using the set theoretic estimation
frame [15].

Suppose that we are in the situation where (nk)k∈Zis the noise
process of zero mean, independent identically distributed Gaus-
sian random variables N (0, σ2), and where the estimandum h∗
is perfectly estimated, i.e., hk = h∗. Then, it becomes obvious
by (1) and (2) that ek (h∗) = −nk, a.s., ∀k ∈ Z. Thus, the
stochastic processes (ek (h∗))k∈Zand (−nk)k∈Zhave the same
probability theoretic properties. As a result, the random variable
ξ := ‖ek(h∗)‖2 follows the χ2 statistic whose probability density
function (pdf) is given by

fr(ξ) =

�
1

(σ
√

2)rΓ(r/2)
ξ(r−2)/2e−ξ/2σ2

, for ξ > 0,

0, for ξ ≤ 0.
(6)

The pdf fr(ξ) of (6) is strictly monotone decreasing over ξ ≥ 0
for r = 1, 2, whereas for r ≥ 3 it has its unique maximum at ξ =
(r − 2)σ2 and fr(0) = limξ→∞ fr(ξ) = 0. Moreover the mean
and the variance of ξ are given respectively by mξ = rσ2 and
σ2

ξ = 2rσ4 [16]. In this case, the probability theoretic property
of the process (nk)k∈Z⊂ R

r is quantitatively formulated by the
following stochastic property set.

Ck(ρ) :=
n
h ∈ H :



U t
kh − dk



2 − ρ ≤ 0
o
, (7)

where ρ ≥ 0 determines the reliability on the membership h∗ ∈
Ck(ρ) by

R ρ

0
fr(ξ)dξ ∈ [0, 1] (For non-Gaussian process (nk)k∈Z,

the asymptotic Gaussian approximation of ξ based on Lindeberg’s
central limit theorem was used to evaluate the above integral in
set theoretic estimation schemes [17]). By (7) and the convex-
ity of the function ‖·‖2, we remark that Ck(ρ) �= ∅ iff δk =

minh∈H


U t

kh − dk



2 ≤ ρ. Thus, by increasing ρ and by let-
ting N � r according to the discussion following (3), we can
highly expect h∗ ∈ Tk∈J Ck(ρ) �= ∅, where J is a sufficiently
large subset of Z, and thus the stable convergence of (hk)k due to
Lemma 1. Obviously the APA with λk = 1 is based on the projec-
tion onto Ck(δk) = Vk in (3). The pdf fr(ξ) clearly demonstrates
that the APA for r ≥ 3 can hardly ensure the desired relation
h∗ ∈ Tk∈J Vk �= ∅, even for a small subset J ⊂ Z, causing thus
serious decline of the convergence of the APA. On the other hand,
by the properties of the pdf f1(ξ) of (6), we can expect stable
convergence for NLMS with λk = 1 regardless noisy situations
because it projects onto Ck(δk) (k ∈ Z) for r = 1 (δk = 0 for
uk �= 0, Ck(δk) = H for uk = 0). This agrees with the H∞
optimality of the NLMS [18].

In the next section, we will show that the important idea of
finding a point in the intersection of a family of closed convex sets
can also serve as the key to realize an efficient adaptive filtering
scheme. The robustness of the proposed adaptive filtering design
can be achieved by the interactive use of ρ in Ck(ρ) based on the
variance of the additive noise. The problem regarding the suitable
choice of ρ ≥ 0 in (7) will be also addressed. It will be shown



that by assigning simple values to ρ, which are directly related to
r and to the variance of the noise process, low estimation error can
be realized, and faster as well as stabler convergence than the one
for APA, NLMS or RLS can be achieved even for severely noisy
situations.

3. ADAPTIVE ALGORITHM AND DESIGN OF THE
STOCHASTIC PROPERTY SETS

Given q ∈ N∗ , define Ik :=
n
ι
(k)
1 , ι

(k)
2 , . . . , ι

(k)
q

o
⊂ N, ∀k ∈ N,

and wι > 0, ∀ι ∈ Ik, ∀k ∈ N, to satisfy
P

ι∈Ik
wι = 1, ∀k ∈ N.

Let I := ∪k∈NIk. We propose the following adaptive algorithm
and a proposition regarding the monotonicity. The algorithm is
based on the formulation given by Pierra [19] which was also used
in [14]. Since the proposed algorithm does not require the repeti-
tive use of the information on the same closed convex set Cι(ρ), it
can be seen as an extension of the algorithms [7, 8, 14, 19] for the
convex feasibility problem. The proof of the proposition is omitted
due to lack of space.

Algorithm 1 (Adaptive parallel outer projection algorithm) Sup-
pose that a sequence of closed convex sets (Cι(ρ))ι∈I ⊂ H is de-
fined as in (7). Let h0 ∈ H and define a sequence (hk)k∈N⊂ H
by

hk+1 = hk + µk

0
@X

ι∈Ik

wιPSι (hk) − hk

1
A , ∀k ∈ N, (8)

where Sι ⊂ H is a closed convex set satisfying

Cι(ρ) ⊂ Sι and hk /∈ Cι(ρ) ⇒ hk /∈ Sι, (9)

and the relaxation parameter µk ∈ [0, 2Mk], where

Mk :=

8<
:
P

ι∈Ik
wι‖PSι (hk)−hk‖2







P

ι∈Ik
wιPSι (hk)−hk







2 , hk /∈

T
ι∈Ik

Sι,

1, otherwise.
(10)

(NOTES: Mk ≥ 1 by the convexity of ‖·‖2. By normalizing an
algorithm in [20], a special case of (8) for Sι := Cι(δι) = Vι,
∀ι ∈ Ik, ∀k ∈ N, with r = 1 was derived in [21].)

Proposition 1 For any h0 ∈ H, let the sequence (hk)k∈N⊂ H
generated by Algorithm 1. Then, for any h∗ ∈ Tι∈Ik

Sι (this of
course holds if h∗ ∈ Tι∈Ik

Cι(ρ)), ‖h∗ − hk+1‖≤ ‖h∗ − hk‖.
If, in particular, µk ∈ (0, 2Mk) and hk /∈

T
ι∈Ik

Sι (⇐ hk /∈T
ι∈Ik

Cι(ρ) by (9)), then for any h∗ ∈ Tι∈Ik
Sι, ‖h∗ − hk+1‖

< ‖h∗ − hk‖.

Obviously, the critical point in Algorithm 1 is the systematic
generation of the sequence of closed convex sets Sι ⊂ H, ι ∈ I ,
each of which must be simple enough to have closed form ex-
pression of PSι as well as must satisfy (9). Such a systematic set
generation is realized by applying the following elementary result
on the subgradient to the stochastic property set in (7).

Lemma 2 Suppose that a closed convex set C ⊆ H is defined by
a convex function g : H → R as C := {x ∈ H : g(x) ≤ 0}.
For y ∈ H, define the closed half space H−(y) := {x ∈ H :
(x − y)ts + g(y) ≤ 0}, where s ∈ ∂g(y). Then, C ⊂ H−(y)
and y /∈ C ⇒ y /∈ H−(y).

Now, define the convex functions gι : H → R, ι ∈ I , by
gι(h) :=



U t
ιh − dι



2 − ρ. The function gι is differentiable
everywhere and ∇g(h) = 2U ι

�
U t

ιh − dι

�
, ∀h ∈ H. In the

context of Algorithm 1, let Sι := H−
ι (hk) := {h ∈ H : (h −

hk)tsι + gι(hk) ≤ 0}, where sι := ∇gι(hk), ∀ι ∈ Ik, ∀k ∈ N.

The set H−
ι (hk) is a closed half space and thus the associated

projection operator has the simple closed form expression:

P
H−

ι (hk)
(h) =

(
h, h ∈ H−

ι (hk),

h + −gι(hk)+(hk−h)t
sι

‖sι‖2 sι, h /∈ H−
ι (hk).

(11)

Lemma 2 and (11) imply that if ρ = δι, r = 1 and hk /∈
H−

ι (hk), then P
H−

ι (hk)
(hk) = 1/2 (PVι (hk) + hk), because

Cι(δι) = Vι. If, also, q = 1, (8) becomes: hk+1 = hk +
µk/2 (PVk (hk) − hk), which is NLMS if µk := 2λk. This fact
will be used in Section 4 below.

Clearly, by (8) and (11), the proposed design is free from the
computational load of solving a system of linear equations to up-
date the estimatehk+1 fromhk, unlike the APA scheme for r ≥ 2.
A simple inspection of the summation in (8) implies that the pro-
posed design is well suited for q concurrent processors. Due to the
parallel implementation and the use of relaxation parameters that
are bounded by (10) the speed of convergence can be also raised.

We propose a systematic design of the stochastic property set
Cι(ρ) based on the following simple formulae for ρ that rely only
on r and on the variance of the corrupting noise process (nk)k∈Z.

Example 1 (Design of Stochastic Property Sets) ρ1 := mξ +

σξ = (r +
√

2r)σ2 ≥ ρ2 := mξ = rσ2 ≥ ρ3 := max{(r −
2)σ2, 0} (Other possible choice may be ρ(α) := ρ3 + ασξ, α ≥
0).

4. NUMERICAL EXAMPLES AND CONCLUDING
REMARKS

To compare the proposed design with the APA, the NLMS and
the RLS for estimating h∗ ∈ H := R

256 , we use USASI signal,
stationary with a speech-like spectrum, as the input (uk)k∈N(The
USASI generation routine can be found in http://www.ee.ic
.ac.uk/hp/staff/dmb/voicebox/txt/usasi.txt).

We set r = 10 for the APA frame (Of course, r = 1 for
NLMS). Although the proposed design has the freedom of employ-
ing q parallel processors, for a meaningful comparison, we fix the
number of processed data for each update by rq = 10. To ensure
fair comparison, the relaxation parameters λk = 1, ∀k ∈ N, are
used for the NLMS (see (4)). For the APA, we adopt λk = 0.05,
∀k ∈ N, which has been employed empirically in [3, 5] (See also
the discussion following (7)). Regarding RLS, the initial value
P 0 = 100I ∈ R256×256 (I denotes the identity matrix) is utilized
according to the recommendation in [12, p. 570] and the exponen-
tial weighting factor 1, ∀k ∈ N, which seems to give the best per-
formance among our trials is implemented. According to the argu-
ments following (11), µk = 2, ∀k ∈ N, for the proposed design.
The degrees of freedom for implementing the proposed scheme
for q ∈ N

∗ are represented by Ik which is given in its most gen-
eral form in the beginning of Section 3. For the present numerical
tests, where rq = 10 with r = 1 or r = 10, we focus on the spe-
cial case of Ik := {k − ir}q−1

i=0 . Moreover, we let wι := 1/q,
∀ι ∈ Ik, ∀k ∈ N. The simulation tests are performed under
the noise situations of SNR := 10 log10

�
E
�
z2k
	
/E
�
n2

k

	�
=

10, 20dB, where zk := ut
kh

∗ and E denotes expectation. In Fig.
1, ‖h∗ − hk‖2 / ‖h∗‖2, ∀k ∈ N, is used as the estimation er-
ror. The notations Proposed(j), j = 1, 2, 3, correspond to ρj ,
j = 1, 2, 3, in Example 1.

As expected, the examples show the strong degradation of
APA as the noise level increases. NLMS exhibits stable, but unfor-
tunately slow convergence regardless SNR. The RLS suffers from
estimating the statistics of the speech like signal. The proposed
scheme seems to resolve successfully the tradeoff among speed,
stability, accuracy and complexity.
Acknowledgement: The authors would like to express their deep
gratitude to Prof. K. Sakaniwa of Tokyo Institute of Technology
for his encouraging discussions.
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Fig. 1. Numerical Examples.
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