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ABSTRACT

Featureextractiononthefaceplaysanimportantrole in ap-
plicationsof modelbasedcodingandhumanfacerecogni-
tion. Traditionally, eyesandmouthareconsideredto bethe
mostsignificantfeaturescontributing to differentfacialex-
pressions.However, detectingandtrackingthenoseshape
is non-trivial, andplaysan equally importantrole aseyes
andmouthfor modelbasedcoding,especiallyfor analysis
andsynthesisof realistic facial expressions.In this paper,
a featuredetectionmethodon thefacialorganareasis pre-
sented.Individualtemplatesaredesignedfor thenostriland
nose-side.First, the featureregionsare limited to certain
areasby usingtwo-stageregion growing methods.Second,
the pre-definedtemplatesare appliedto extract the shape
of the nostril andnose-side.Finally, the extractedfeature
shapesareexploitedto guidea facialmodelto completean
accurateadaptation.Theadvantageof theproposedscheme
is demonstratedby experimentsonrealvideosequencesfor
low bit ratevideocoding.

1. INTRODUCTION

Facialfeatureextractioniscritical for facialexpressionanal-
ysis andsynthesis,facerecognition,andmodeladaptation
for modelbasedcoding.Most researchershavebeenfocus-
ing ontheextractionof theeyeandmouthshapesin thepast
decades[1, 6, 7, 3, 4]; few havepaidattentionto noseshape,
which is an importantpartof facial expressionrecognition
andgeneration.Oneof theimportantapplicationof extract-
ing andtrackingnoseshapeis to generatea realisticfacial
expressionin thescenarioof SNHC(Synthetic-NaturalHy-
brid Coding) formed within MPEG4 [2]. The important
nosefeatureslie in theshapesof nostril andnoseside.The
accuratedetectionof noseshapecanbeimportantfor facial
expressionsynthesis,especiallywhenapersonis smilingor
laughing.Subtlechangeof noseshaperesultsin a different
expression,evenadifferentemotion,of aperson.In thispa-
per, we proposeanefficient methodto detectandtrack the
nostril shapeandnose-sideshapebasedon individual de-
formabletemplates.First, thesilhouetteof themoving head
is extracted. In the extractedheadarea,facial featurere-
gionscanbelocalizedby usinga two-stageregiongrowing
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method.Then,thefeatureshapeof a nosecanbeextracted
in the limited featureregionsusingpre-defineddeformable
templates.In Section2, an algorithmfor localizing facial
featureregionsis presented.Section3 and4 describehow
to extract the noseshape,andhow to adaptthe modelon
to a face. Experimentalresultsarepresentedin Section5.
Finally, concludingremarksaregivenin Section6.

2. FEATURE REGIONS LOCATION

In orderto track the headmotion, an active trackingalgo-
rithm for tracking the headsilhouetteis developedin [5].
Theheadsilhouettegreatlyreducesthefeaturesearcharea.
Sincefacialskin otherthanfacialfeaturesandhair exhibits
a similar propertyin color andluminance,region growing
is suitablefor extractingthe connectedskin area. In order
to make the facial featuredetectionlesssensitive to noise,
a two-stageregiongrowing algorithmis developed– global
region growing andlocal region growing. In global region
growing, a large growing thresholdis selectedin order to
explore moreskin area. Only the mostdistinct featurelo-
cations,suchas the darkestpartsof the eyes, the nostrils
and in-betweenthe lips, remain,while their size informa-
tion is not kept. Thesecondstageis local region growing,
wheretheregion informationis estimatedin the individual
featureareas.The initial seedpixel of the skin is selected
in the local area,and a smallergrowing thresholdcanbe
selectedsothata smallskin areasurroundingthefacialor-
ganis detected,andproducesasmuchfeatureinformation
aspossible.

2.1. Feature center location by global region growing

The facial featuresare searchedwithin the obtainedhead
silhouettearea.In generallighting conditions,thehair and
the faceexhibit distinct color attributes. Also, the facial
featuresof the iris, eyebrow, in-betweenlips, and nostril
have a distinguishabledarknesscomparedto smoothfacial
skin,whichusuallyexhibitsuniformity in color. Hence,the
featureregionscanbe extractedby segmentingthe image
usingregion growing basedon the color components,i.e.,
luminance(Y) andchrominance(U,V). The imageis parti-
tionedbasedon thechecker-boarddistancein region grow-
ing, the distance� betweenseedpixel ( �����	�
���	��� ) andthe
growing pixel ( ��
��	��
�����
 ) is definedin Formula 1. Larger



variationsareallowedin theluminancecomponentof a re-
gion thanin thechrominancecomponent,in orderto ignore
small changesin luminancecausedby shading.Therefore
weights(1/4,1,1)areusedfor YUV. Regionssmallerthan
a certainnumberof pixelsarenot takeninto consideration,
andareremoved.

����������� ���� � 
 � � � �!��� � 

� � � �"�#� � 
$� � � � % (1)

The region growing is performedby selectingthe central
point of the headareaasa seedpixel. The sizeof grown
region must be examinedto ensurethat it is a reasonable
faceregion; if it exceedsa predefinedrange,a new seedis
selectedfrom theneighboringpixels,or thethresholdis ad-
justed,to generatea new region. This processis iterated
until a skin region is found. After theskin region growing,
anumberof regions(blobs)areobtained.In orderto extract
thefacialorganblobs(e.g., eyes,mouth,nose,etc.),thetop
blobsandthebottomblobs(e.g., hair, collar, cloth,etc.)are
removed. The featureblobsarethenprocessedfor further
classification.
Classificationof the regionsof eyes,noseandmouth
After obtainingthe setof featureblobs,the next taskis to
classifytheminto four groups,i.e., left eye blobs,right eye
blobs,noseblobsandmouthblobs. Thesefour classesare
distinguishableby the vertical distanceandhorizontaldis-
tanceof theblobs.Thek-meansclassifieris anidealtool to
classify them. Figure1 illustratesfeatureblobsclassifica-
tion andfeaturecenterestimation.To explain theclustering
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Figure1: Featureregionclassificationandcenterestimation

in Figure1, severaltermsaredescribedasfollows: (i) Cen-
tral Point of a blob is thepixel with anaveragecoordinate
of theblob. (ii) Blob Distance is thedistancebetweenthe
centralpoints of two blobs. Vertical Distance is the dis-
tanceof two blobsalong the y-axis. Horizontal Distance
is the distanceof two blobs along the x-axis. (iii) Verti-
cal clustering refersto theclassclassificationusingvertical
distance.Horizontal clustering refersto theclassclassifi-
cationusinghorizontaldistance. After obtainingthe four
featureclasses,the class center for eachfeatureclasscan
beobtainedby takingtheaverageof all blobcentersof that
class.Figure2 (col 1) shows someexamplesof thefeature
estimation.

2.2. Location of feature regions by local region growing

The local areaof eachfeature(organ)is determinedby the
estimatedlocationof the featurecenterandthe predefined

surroundingsize.To grow a skin region in thelocal area,a
seedpixel is selectedfrom theperipheryskinareaof thefea-
tureorgan.A smallergrowing threshold�'&�( is predefined.
Thefeatureblobswith largeareaarecreated,basedonly on
theluminanceof theimageratherthanthethreecolorcom-
ponents.The featureregion is a complementarysetof the
grown region within a surroundingwindow. Finally there-
gion sizeof eachorgan(calledthe organ window) canbe
derived from the extractedfeatureblobs which are repre-
sentedby a binary image. The featureareais represented
by ahighvaluewhile thebackgroundareais representedby
valuezero,asshown in Figure2 (col 2). Thesizeof thede-
tectedfeatureorgansis determinedby thepixelsof theleft-
most,right-most,top andbottomof the featureregion. By
usinglocal region growing, featureareaswith clearbound-
ariescanbeobtained,asshown in Figure2 (col 3).

Figure2: Left: Classifiedfeaturesafterglobalgrowing (the
bottomterminalof eachline is the centerof eachfeature);
Middle: Extractedfeatureblobsafter local growing; Right:
Therestrictedwindow area.

3. SHAPE ESTIMATION

Theabove work shows how facial featuresarerestrictedin
thecorrespondingwindows. In this sectionwe addressthe
issueof extractionof therealshapesfor themodeladapta-
tion. Theshapeof facial featuresmainly refersto thecon-
tour of eye, eyebrow, mouth,nose(nostril andnoseside),
andchin. A varietyof approacheshave beenproposedfor
theshapedetectionof facialfeatures,includingdeformable
templatematching[7], Houghtransforms,andcolor image
processing[4]. The deformabletemplatemethodrequires
an accurateinitial localization, it also inclines to shrink.
Many energy termsmake the computationmorecomplex.
We overcomesomeof thesedifficulties by improving the
initial localizationprocessby makingfull useof the color
information.EyedetectionusesHoughtransformto search
theiris positionandsizein orderto determinetheinitial lo-
cationof theeyetemplate.Thework oneyedetectionusing
saturationinformationhasbeendevelopedin our previous
work [6]. Herewe focuson thedescriptionof nosefeature
detection.



3.1. Detection and tracking of nose shape

Theimportantnosefeatureslie in theshapesof nostril and
noseside. The accurateshapeof the nostril and the nose
sidecanbeimportantfor composingafacialexpression,es-
pecially whena personis smiling or laughing,the nostril
shapeandthenosesideareobviouslychanged.

Nostril estimation
The nostril hasa distinctive darknessfrom the facial skin.
As mentionedin the previous section,color-basedregion
growing can roughly detectthe position and the approx-
imate shapeof the nostrils. In order to detectthe nostril
shapecorrectly, a geometrictemplateis further appliedon
thenostril region,which is a twistedpair curve with a leaf-
likeshape,asshown in Figure3. Thenostril templateis de-

Figure3: Templateof nostrils(Left andRight)

finedasa partof a twistedpair curve,which is represented
in thepolarcoordinatesystemas:

)+* �,� *.-0/�1 � 1.2 % (2)

Thenostril on the right sideandthe left sideof a nosecan
be representedby the up-right curve andthe up-left curve,
respectively. Parameter� is thewidthof anostril. Parameter1 controlstheshapeof thecurve,whichcantakearealvalue
in the range[1,10]. The smaller the 1 value, the thicker
theleaf-shapeappears.Besidestheparameters� and 1 , the
orientationof the � axis and the position of the origin /
canalsobe adjustable.The relationshipbetween�3�$�	�4% in
Cartesiancoordinatesystemand � ) � 2 % in polar coordinate
systemis definedas:

�5� )+-./�1 � 2 %6�	�'� )7198;: � 2 % (3)

Fromthedetectionof thenoseregionsin theprevioussec-
tion usingcolor-basedregion growing, the initial width of
thenostrilcanbedeterminedby calculatingthedistancebe-
tweentheleft-mostpixelandtheright-mostpixel in thenos-
tril region. Theinitial orientationof thenostril canbedeter-
minedby theeigenvectorwith thelargesteigenvalueof the
nostril pixel region. The initial valueof the shapecontrol
parameter1 is set to < . Note that the two nostrilsareas-
sumedto besymmetricwith respectto thecenterline of the
face;anostrilmissedin thepreviousstagecanbebyflipping
a detectedone. After the initial parametersareestimated,
the deformabletemplatematchingcanbe performed.The

cost function for energy minimization is definedbasedon
the assumptionthat: (1) the nostrilshave distinctive dark-
nesscomparedto the skin, and(2) the luminancegradient
hasahighvalueat theborderof anostril. Thecostfunction
for theright nostril is definedas:=?>A@ �CB7D =?>�@@FE�G 
 >IH B * =?>A@J6KML0N (4)
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Theaboveequationsestimatethebrightnessof thenostrils,
andtheluminancegradient,respectively. O K is theareain-
sidetheupper-half of theright leaf-shapecurve. S @!E#G 
 > �9U�
%is the valueof luminancecomponentof the nostril region.

S J6KML.N ��U�
% is theedgemagnitude.Thecostfunction for the
left nostril hasthe samedefinition asthe onefor the right
nostril,excepttheleft leaf-shapecurveis usedinstead.Dur-
ing theminimizationeveryparameterof thedeformabletem-
plate(location,orientation,width, shape)canbechanged.

Nose side estimation
Thenosesidehasa shapelike a verticalparabola.(Assum-
ing that the noseorientationhasbeennormalizedinto the
straightdirectionwhich is parallel to the facecenterline.)
A pair of templatesof thenoseside(boththeright sideand
theleft side)aredefinedin Figure4,
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Figure4: Templateof noseside
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Theinitial cornerof thenoseside : ��D is fixedsincethenos-
tril hasbeenestimated.The parameter: � * and the width[ > � needto beestimatedby minimizing the energy, asde-
fined below. The costfunction for the right sideof a nose
is: = > � �CB D = > �@FE�G 
 > H B * = > �J6KML0N (8)
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O K is the areainside the parabola,which hasbright lumi-
nancevalue S @!E#G 
 > �9U� % in the fold on the sideof the nose.

S^] NMJ ] �9U� % is the edgemagnitude.The costfunction for the
left sideof a nosehasthesamedefinitionastheonefor the
right side. Figure 5 shows somesampleframeswith the
detectednostrilsandnosesides.

Figure5: Deformabletemplatematchingon noseshape.

4. FACIAL MODEL TRACKING

After thefacialfeatureregionsandshapesonvariousorgans
areestimated,a 3D wireframemodelcanbematchedonto
theindividual faceto trackthemotionof facialexpressions
usingenergy minimization(see[6] for the detailedmodel
adaptationalgorithm).Fig. 6 showssomesampleresultsof
modeltracking.

Figure6: Model tracking(“Mario”: frame20,32,42,62).

5. EXPERIMENTAL RESULTS

Weuseacameramountedonanactiveplatform(pan/tilt) to
takeanactivevideosequence,whichshowsatalkingperson
with anunconstrainedbackground.Thecamerarotationis
lessthan _a`�b . Notethatourdeformabletemplatematching
algorithmonly usesseveral singlestepsto fit the template
to thefacialfeatures,it avoidsthecomputationalcomplexity
for a largeamountof searchof theparameters,andthetem-
plateshrinkingproblem. Figure7 shows somesamplesof
featureshapedetection. Combinedwith ourpreviouswork

Figure7: Top: coarseregionsby two-stageregiongrowing;
Bottom: detectedfacialfeatures(Guan: frame10,24,41)

Figure8: Detectedfeatureson video[top]:Stan, Dana and
Xun; [bottom]: Alau, Dima

[6, 5], 5 othervideo sequencesare testedaswell. Notice
thatnostrilandnose-sideareamongthefeaturesdetectedin
Figure8. Theoverallperformance(measuredoverall tested
frames)givesan indicationof the capabilityof the system
to detectmostnosefeaturescorrectly(only 18framesoutof
270framesshowedthat thepositionerror in noseareawas
beyond3 pixels).

6. CONCLUSION

In this paperwe proposeda noseshapedetectionmethod
for low bit ratemodelbasedcoding.This new methodlim-
its thesearchregion, andusestheshape-adaptive modelas
a remedyfor theshrinkingeffect of deformabletemplates.
Initial resultsshow thatthisapproachis feasiblein practical
applications.In our futurework, morerobustfeaturedetec-
tion algorithms(to dealwith large rotationof a face)and
realtime issueswill beinvestigated.
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