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ABSTRACT

Biometricalsystemshave beenthe focusof concentratedesearch
efforts in recentyears. Thesesystemscan be usedto identify a
personor to granta personaccessto something,e.g. a room.
Facerecognitiontechnologyhasreacheda level of performance
at which frontal-view recognitionof faceswith slightly different
facial expressionsyiew anglesor headposescan be considered
nearlysolved. In this papemwe presentinovel hybrid ANN/HMM
approachto recognizea personfrom that persons profile view
(90°) althoughthe recognitionsystemis trained with only one
single frontal view of the person. Sucha systemcan be useful
for mugshotidentificationwherea victim or witnesshasseenthe
criminal from the sideonly. Our approactusesneuralmethodsn
orderto synthesizea profile out of the frontal view usingno ad-
ditional knowledgeaboutthe 3D shapeandstructureof a human
head. The classificationof the generatedmagesis accomplished
usinga statisticaHMM-approach.

1. INTRODUCTION

Facerecognitionhasemegedasanimportanttopic within thefield
of patternrecognitionwith a variety of interestingapplicationsn
areassuchassecurityor indexing of imageandvideodatabases.

Dueto thewide degreeof varietyin facialexpressionsa high
performancdacerecognitionsystemrequiresthe useof sophisti-
catedalgorithmscapableof handlingpatternswith largevariations
within one single class. As researchin recentyearshasshavn,
the task of recognizingfaceswith slight variationsin headpose
andfacial expressiorevenfor large databasets nearlysolvedand
high recognitionscoresnear100% were presentedvith different
approachesFor somefurther detailsabouttheseapproachesee
[1], [2], [3] and[4].

As onecanseefurtherin thesepublicationstherecognitionor
classificatiorof largervariationsin headpose suchastherelations
betweerthe frontal view to the profile view of a personturnsout
to be a very difficult task. For thatreasonthis paperaddressea
problemthat canstill be considerechsa major new challengein
facerecognition namelythe problemof recognizingfaceshatare
rotatecby 90 degreesandthereforeappearsprofilesin theimage.

Somework onthis topic wasdonein [5] and[6] for example.
The succes®f the approachpresentedn [5] is dependenbn a
large quantityof 3D-datacollectedandprocesseéh a preliminary
procedure. In this paperwe demonstratehatan ANN structure
can generatesffective syntheticprofile views andtherebyelimi-

natesthe needto supplementhe systemwith additional,possibly
expensve to gather 3D-data.

In our case the datafor training the facemodelsconsistsof
frontal views asin [1]. Thus, the systemhasto accomplisha
task that can be also consideredas a certain challengefor hu-
mans,namelyto recognizethe profile of a personwhosefaceis
justknown from thefront. It turnsout thatthis is indeeda major
problemfor a standardfacerecognitionsystemoptimizedon the
recognitionof frontal views or views with only moderatetilting
[6].

While various databasesxist for suchsimpler tasks, fortu-
natelyalsofor the problemof profile recognitiona new database
hasbeenconstructecdindprovidedby NIST. This databaseknown
asthe MUGSHOT databasg7], providesthe necessarynaterial
for settingup a systemfor profile recognition,andthereforewill
bedescribedn moredetailin thefollowing section.

2. DESCRIPTION OF THE MUGSHOT DATABASE

The MUGSHOT databaseontainsthe facesof about1500 per
sons,whereeachpersonis usuallyrepresentetby only two pho-
tographs:one shaving the frontal view of the persons faceand
the othershawing the persons profile. The photographsre pro-
vided from archivesof the FBI. Thefigures1, 2 and4 shav afew
examplesfor personsn thatdatabase.

Furtherexamplesof imagesin this databasere available at
http://lwww.nist.gov/srd/nistsd18.htm. Sincethere are usually
only two sampledor eachpersonit is thuspossibleto eithertrain
personmodelsfrom the frontal views and recognizethe person
by presentinghis profile, or vice versa. We have decidedto con-
centrateon the first option, namelyto usethe frontal views for
training. It turnedout that a considerablenumberof imagesin
the MUGSHOT databasereof very badquality, with distortions
in theimages,numbersprintedin the backgrounddf variousim-
agesor severeunderexposureof the photographlt wastherefore
decidedto manuallypre-selectand preprocesshe imagesin the
following way: Photographsvith unusuahigh distortions pertur
bationsor underexposurewerediscardedyvhile eachimagecon-
sideredfor inclusionin the experimentaldatabasevas manually
preprocessedo thatall facesappearedn the centerof animage
with amoderateamountof backgroundindwith similarsizeof the
faces.In orderto constrainthe experimentswe selectedLO0 per
sonsfrom the remainingmugshotso form a smallerdatabaseve
calledDB-1. DB-1 containsthe frontal views and profilesof the
100 personswe selectedor training facemodelsfrom the infor-



mationprovided by thefrontal views andfor testingby presenting
the profiles of these100 personsfor recognition. The resulting
imagesconsistof 64 x 64 pixels.
Furthermorebesidehe100personsontainedn DB-1, anad-
ditional databas&vith upgradedmagesof anothet600peoplewas
constructedwhich wasnamedDB-2. This databasavasnotin-
tendedfor providing additionaltraining data,but insteadhasbeen
foreseerfor trainingan ANN which producesyntheticprofiles.

3. BASELINE SYSTEM FOR FACE PROFILE
RECOGNITION

In a first experiment,it was decidedto usethe moststraightfor
ward and simple approachor profile recognition,namelyto test
the performanceof a planarHiddenMarkov Model (alsoreferred
to asPseudo-2CHMM, P2DHMM) [1], [8] usedfor recognition
of frontal facesfor this task. Thus,for eachof the 100 personof
DB-1, a separat®®2DHMM wastrainedfrom the frontal faceim-
ageof eachperson.For recognition eachfaceprofilein DB-1 was
presentedo the 100 P2DHMMs constructedn the previous step
and the probability of generatingthe profile by eachP2DHMM
hasbeencalculated. Of course,the P2DHMMs were extremely
bad modelsfor the profiles presentedo themand one could not
expectahigh recognitionrate. This wasconfirmedby thefirst ex-
perimentsyielding extremely poor recognitionratesof 10% and
less,dependingon the configurationof the system.

Fromthisinitial experiment,jt wasobviousthatprofile recog-
nition is notpossibleusingonly theinformationprovidedfrom the
frontal faceimages.Additional knowledgeis necessaraboutthe
relationshipbetweerthe frontal view andthe profile of a person.
Therearebasicallytwo possibilitiesfor incorporatingthis know-
ledgeinto our baselinerecognitionsystem:Oneolvious optionis
theuseof 3-dimensionaheadmodelingtechniquesisproposedn
[5]. In this case,the geometricalpropertiesof humanheadsare
exploited, which have to be acquiredby 3D-scanningof a variety
of humanheads.In this case e.g.theright profile of a personcan
beobtainedby mappingtheimageof his frontal view ontothe 3D-
modelof ahumanhead.By exploiting only the 3D-databelonging
to theright half of his faceand computinga 2D-projectionof the
view thatwould resultfrom looking at this 3D-datafrom theright
side,theright profile canbe obtained.

Thesecondossibleoptionis theutilization of alearningalgo-
rithm, capableof learningthe headrotationprocessdrom the pre-
sentatiorof mary exampleswhichis theapproacltthatwe pursue
in this paper Thereasorfor this choiceis the factthatthis should
represenaninterestingalternatve to thepreviously mentionedap-
proachandthatthe collectionof 3D-datafrom a large numberof
headss atedioustask,thatcouldbe simplyreplacedby evaluating
anappropriatsaaumberof imageswith asuitablelearningparadigm
instead.Sincein principle, not the derivation of 3D-datafrom the
frontal view is the mostimportanttopic here,but insteadthe rela-
tionshipbetweerthefrontalimageandthe profile, it shouldbeba-
sically possibleto derive this relationshipfrom examplesfor those
views, without the necessityof deriving 3-dimensionaldata. An
obvious paradigmfor learningsucharelationis a neuralnetwork.
Therefore the basicideais the utilization of a neuralnetwork that
shouldgeneratehe profile of a personby presentingthe frontal
view to its input.

Settingup the profile recognitionsystemwould then consist
of thefollowing steps:

1. Usethe 600 profiles and frontal views of DB-2 to train a
neuralnetthatlearnsthe generatiorof profilesin its output
if thefrontal view is presenteédttheinput.

2. Presenthe 100frontal views of DB-1 to thetrainedneural
netin orderto generatelOO0artificial profiles.

3. Usethoseartificial profilesin orderto trainaHiddenMarkov
Model for eachprofile which will bethetemplatefor each
person.This concludegraining.

4. Recognition:Presentachof the 100real profilesof DB-1
totheHMM s in (3) andusethe Viterbi algorithmto find the
mostprobableclass(i.e. the original candidate).

This leadsto an interestingcombinationof neuralnetsand
HMMs andthusresultsin the useof a hybrid connectionist/HMM
approacHor profile recognitionwhichis explainedin detailin the
following section.

4. HYBRID CONNECTIONIST/HMM APPROACH FOR
PROFILE RECOGNITION

4.1. ANN-Architectures

In orderto synthesizea profile view from a giveninputimage,we
hadto find anappropriateANN-architecture As input- andoutput
features,normalizedgray-\aluesof the images(64 x 64 pixels)
weretakendirectly. In afirstexperimentwe usedafully connected
singlelayer network with 642 inputand64? outputneurons.Not
surprisingly theresultswerenotsatishctory The600examplesof
DB-2 werenotenouglto generalizeanetwith suchahighnumber
of parameters.

With respectthatthereis no informationaboutthe structure
andform of a humanhead, this task seemsto be very difficult.
One thing that can be roughly said abouta point in the frontal
view is thatit canbe found in the sameline of the profile view.
Becauseghe usedimageswere croppedmanuallyandweretaken
atdifferentoccasionsvith slightly differentfacialexpressionsthe
linesin theneighborhoodnightbe of interesttoo. Thenumberof
the connectedines besideghe active oneis given by the valuen
(seefigurel). So,in orderto generataheprofile view of afaceor
headwe use64 fully connectedinglelayernets,onefor eachline
in thegenerategbrofile view.

Fig. 1. Subnetdor thegeneratiorof a profile view

In orderto reducethe numberof parameterso be estimated,
we did nottake entirelinesfrom theinputimage.As onecanima-
gine,theright half of thefaceis redundanandalmostsymmetrical
to theleft half of the face. To male surethatthe completeright
half-facecanbe mappedo the outputpixels, we useda few more
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pixels from theinputimage. The numberm givesthe amountof
pixels used.Thesesubnetanbe combinedto onelarge net, that
generateshe profile view of a person.In figure 1 the subnetsare
shavn. We tried out several combinationsof the (n x m) para-
meters. In the figurem = 40 andn variesbetween3, 5 and7.
The arrav in figure 1 indicates,that the input neuronsare fully
connectedo the outputneurons. For the training procedurethe
knovn RPROP-algorithm[9] andfor the activation neuronsSig-
moid functionswerechosen.

4.2. The HMM-Recognition Approach

To recognizeghegeneratedmageswe useclassicabne-dimensio-
nal left to right HMMs, with a vectordimensionof 64, analogous
to theapproactpresentedh [10, 11], allowing self-transitionsand
transitionsto the next stateonly. For recognitionthe faceimage
is subdvided into 64 vertical stripes,which is thenconsideredo
bethe obseration sequencemittedby the linearHiddenMarkov
Model. The useof one-dimensionaHMMs is preferredhere,be-
causeof theinterline connectiity, the resultingimagesare quite
noisyin theverticaldirection. This circumstancenightbeconfus-
ing for theverticaldynamicwarping-capabilitiesf theP2DHMM,
aswasprovenby initial results.

Becauseve have only onetrainingexampleto estimatehepa-
rameterf theresultingHMM, we producea prototypeHMM A,
with all featuredrom thegeneratedémagesn afirststep.Thispro-
totypeis intendedto be a draft modelfor an averageprofile view.
After thisweretrainthemodels); . .. A1o0 for eachpersorin DB-
1 using, asthenew prototype.For bothtraining-procedurethe
well-known Baum-Welch-Estimatiorprocedurg12] was usedto
estimatethe appropriatdransitionandemissionprobabilities.

After the modelsaretrained,unknavn imagescanbe classi-
fied by a maximum-likelihood decision. This decisionusesthe
reducedformula of a Bayes-classifiegivenin 1, whereX repre-
sentsthe unknavn face,\ onefaceout of DB-1 and \* the best
matchingmodelout of DB-1:

A = agmaxP(X|\) (1)
A€DB-1

The HMM with the highestprobability scoreindicatesthere-
cognizedpersonto whomthe unknavn facewill beassignedThe
entirerecognitionsystemis summarizedn figure 2.

5. RESULTS

In the training phaseof the net, the completenetwith its weights
is storedafter every 25th iteration, makingit possibleto testthe
overallrecognitionrateof the systenfor severalstatesn thetrain-
ing phaseof the neuralnet. After thetraining of the ANN-part of
the entiresystem the picturesof the testset(DB-1) arepresented
to the input neuronsof the nets. The resultingimagesare then
modeledand classifiedwith linear 26-stateHMMs as described
above. In figure 3 the overall recognitionratesof sucha hybrid
systemare depicted. In this experimenta net, consistingof 64
subnetswherem = 40 andn = 7 (seeANN-architectureabore)
wasused.As canbe seenin thefigurebelaw, our highestscoreis
56%. In awide spectrunof iterationsthe overall recognitionrate
is mostly over 50%. Several parametesetswereevaluated which
changedhe numberof HMM-statesandthe characteristiparam-
etersof the ANN (m, n). It turnedout thatthe variationof these
parameterss nottooimportantandjust causesmallerchangesn
thebehaior.
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Fig. 3. Overall RecognitionRates

To getanideaof the potentialof the HMM-recognition ap-
proachwe decidedo useanEuclidianclassifierandcomparedhe
results. For the highestrecognitionscore(56%) we repeatedhe
testusingthefollowing distancemeasurédetweertwo imagesp;
andP;, wherep; ;(z,y) arethegray-valuesof a pixel at (z, y):

64 64

d(Pia PJ) = ZZ(pi(x7y) —Pj ($7y))2 (2)

z=0y=0



In this formula, the squareof the gray-value differenceof both
imagess summedup. Thewinnerwasthe picturewith theclosest
distanceto the generateane. For this experimentwe achiered a
poor recognitionrate of just 24%. Sothe useof the HMMs with
its superiomodelingcapabilitiesseemgo bejustified. In figure4
someexamplesof thegenerategbrofiles(in themiddle)areshavn
togetherwith the frontal view (left) and the real profile (right).
Thesesampleshaw the quality of artificial profileswe areableto
generate Furthercanbe seenin the figure below, thatthe frontal
views do not containall relevantinformationof the profile, which

is the mainreasonwhy this taskis sodifficult.
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Fig. 4. Examplesof frontal views, the generatedndreal profiles

Another criterion of comparingfacerecognitionsystemsare
thecumulatve matchscoresasusedn [13]. In thefollowing figure
the graphof the cumulatedmatchscoreof the parameteconstel-
lation from above (m = 40, n = 7) atthe425thtrainingiteration
is shavn. As canbeseenfrom this graph,therearealreadyabout
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Fig. 5. Cumulative Match Score

75%amongthetop 3 candidatesThis factis anindicatorthatthe
neuralnetwork wasableto generalizehetaskit wastrainedfor.

6. CONCLUSIONS

In this paperwe presented novel ANN/HMM connectionissys-
temto recognizeprofilesof people,usingonly the frontal views.
For this taskno additional3D-informationwasused. Our system
achievesrecognitionratesup to 56%.

The potential of our approachis impressvely demonstrated
by the fact that alreadynow, 74% of the correctcandidatesare
amongthetop 3 ratings.Thereforewe planfurtherimprovements
to exploit this recognitionpotential, which we feel is near80%
by using several networks transformingspecialfaceregions, eg.
eyes, nose,ears. As mentionedin [6] the recognitionrateswill
notgrow nearl00%for this evenfor humanbeingshardtask,be-
causethe frontal view doesnot containall necessarynformation
of thecorrespondingrofile. Oursystencancompetewith thesys-
temwhich however exploits additional3D-informationpresented
in [5] andoutperformgheapproactpresentedh [6]. In thefuture,

we will usemuch more sophisticatechybrid training procedures
wherethe HMM andthe ANN parametersre trainedjointly in
orderto improve our system.Anothergoalis to usethe FEREF
databaserovided by the Army ResearcH.abs(ARL) for better
comparisorpossibilities.
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