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ABSTRACT

Biometricalsystemshave beenthefocusof concentratedresearch
efforts in recentyears. Thesesystemscanbe usedto identify a
personor to grant a personaccessto something,e.g. a room.
Facerecognitiontechnologyhasreacheda level of performance
at which frontal-view recognitionof faceswith slightly different
facial expressions,view anglesor headposescanbe considered
nearlysolved. In thispaperwepresentanovel hybridANN/HMM
approachto recognizea personfrom that person’s profile view
(90� ) althoughthe recognitionsystemis trained with only one
single frontal view of the person. Sucha systemcan be useful
for mugshotidentificationwherea victim or witnesshasseenthe
criminal from thesideonly. Our approachusesneuralmethodsin
orderto synthesizea profile out of the frontal view usingno ad-
ditional knowledgeaboutthe3D shapeandstructureof a human
head.Theclassificationof thegeneratedimagesis accomplished
usingastatisticalHMM-approach.

1. INTRODUCTION

Facerecognitionhasemergedasanimportanttopicwithin thefield
of patternrecognition,with a varietyof interestingapplicationsin
areassuchassecurityor indexing of imageandvideodatabases.

Dueto thewidedegreeof varietyin facialexpressions,a high
performancefacerecognitionsystemrequirestheuseof sophisti-
catedalgorithmscapableof handlingpatternswith largevariations
within onesingleclass. As researchin recentyearshasshown,
the taskof recognizingfaceswith slight variationsin headpose
andfacialexpressionevenfor largedatabasesis nearlysolvedand
high recognitionscoresnear100%werepresentedwith different
approaches.For somefurther detailsabouttheseapproachessee
[1], [2], [3] and[4].

As onecanseefurtherin thesepublications,therecognitionor
classificationof largervariationsin headpose,suchastherelations
betweenthe frontal view to theprofile view of a personturnsout
to be a very difficult task. For that reasonthis paperaddressesa
problemthat canstill be consideredasa major new challengein
facerecognition,namelytheproblemof recognizingfacesthatare
rotatedby 90degreesandthereforeappearasprofilesin theimage.

Somework on this topic wasdonein [5] and[6] for example.
The successof the approachpresentedin [5] is dependenton a
largequantityof 3D-datacollectedandprocessedin a preliminary
procedure. In this paperwe demonstratethat an ANN structure
cangenerateeffective syntheticprofile views and therebyelimi-

natestheneedto supplementthesystemwith additional,possibly
expensive to gather, 3D-data.

In our case,the datafor training the facemodelsconsistsof
frontal views as in [1]. Thus, the systemhas to accomplisha
task that can be also consideredas a certain challengefor hu-
mans,namelyto recognizethe profile of a personwhosefaceis
just known from the front. It turnsout that this is indeeda major
problemfor a standardfacerecognitionsystemoptimizedon the
recognitionof frontal views or views with only moderatetilting
[6].

While variousdatabasesexist for suchsimpler tasks,fortu-
natelyalsofor theproblemof profile recognitiona new database
hasbeenconstructedandprovidedby NIST. Thisdatabase,known
asthe MUGSHOT database[7], provides the necessarymaterial
for settingup a systemfor profile recognition,andthereforewill
bedescribedin moredetailin thefollowing section.

2. DESCRIPTION OF THE MUGSHOT DATABASE

The MUGSHOT databasecontainsthe facesof about1500per-
sons,whereeachpersonis usuallyrepresentedby only two pho-
tographs:oneshowing the frontal view of the person’s faceand
the othershowing theperson’s profile. The photographsarepro-
videdfrom archivesof theFBI. Thefigures1, 2 and4 show a few
examplesfor personsin thatdatabase.

Furtherexamplesof imagesin this databaseareavailableat
http://www.nist.gov/srd/nistsd18.htm. Since there are usually
only two samplesfor eachperson,it is thuspossible,to eithertrain
personmodelsfrom the frontal views and recognizethe person
by presentinghis profile, or vice versa.We have decidedto con-
centrateon the first option, namelyto usethe frontal views for
training. It turnedout that a considerablenumberof imagesin
theMUGSHOT databaseareof very badquality, with distortions
in the images,numbersprintedin the backgroundof variousim-
agesor severeunder-exposureof thephotograph.It wastherefore
decidedto manuallypre-selectandpreprocessthe imagesin the
following way: Photographswith unusualhighdistortions,pertur-
bationsor under-exposurewerediscarded,while eachimagecon-
sideredfor inclusion in the experimentaldatabasewasmanually
preprocessedso that all facesappearedin the centerof an image
with amoderateamountof backgroundandwith similarsizeof the
faces.In orderto constraintheexperiments,we selected100per-
sonsfrom theremainingmugshotsto form a smallerdatabasewe
calledDB-1. DB-1 containsthe frontal views andprofilesof the
100 personswe selectedfor training facemodelsfrom the infor-



mationprovidedby thefrontal viewsandfor testingby presenting
the profiles of these100 personsfor recognition. The resulting
imagesconsistof ��������� pixels.

Furthermore,besidethe100personscontainedin DB-1,anad-
ditionaldatabasewith upgradedimagesof another600peoplewas
constructed,which wasnamedDB-2. This databasewasnot in-
tendedfor providing additionaltrainingdata,but insteadhasbeen
foreseenfor traininganANN which producessyntheticprofiles.

3. BASELINE SYSTEM FOR FACE PROFILE
RECOGNITION

In a first experiment,it wasdecidedto usethe moststraightfor-
ward andsimpleapproachfor profile recognition,namelyto test
theperformanceof a planarHiddenMarkov Model (alsoreferred
to asPseudo-2DHMM, P2DHMM) [1], [8] usedfor recognition
of frontal facesfor this task.Thus,for eachof the100personsof
DB-1, a separateP2DHMM wastrainedfrom thefrontal faceim-
ageof eachperson.For recognition,eachfaceprofile in DB-1 was
presentedto the100P2DHMMs constructedin the previous step
and the probability of generatingthe profile by eachP2DHMM
hasbeencalculated. Of course,the P2DHMMs wereextremely
badmodelsfor the profilespresentedto themandonecould not
expecta high recognitionrate.This wasconfirmedby thefirst ex-
perimentsyielding extremelypoor recognitionratesof 10% and
less,dependingon theconfigurationof thesystem.

Fromthis initial experiment,it wasobviousthatprofile recog-
nition is notpossibleusingonly theinformationprovidedfrom the
frontal faceimages.Additional knowledgeis necessaryaboutthe
relationshipbetweenthe frontal view andtheprofile of a person.
Therearebasicallytwo possibilitiesfor incorporatingthis know-
ledgeinto our baselinerecognitionsystem:Oneobviousoptionis
theuseof 3-dimensionalheadmodelingtechniquesasproposedin
[5]. In this case,the geometricalpropertiesof humanheadsare
exploited,which have to beacquiredby 3D-scanningof a variety
of humanheads.In this case,e.g.theright profile of a personcan
beobtainedby mappingtheimageof his frontalview ontothe3D-
modelof ahumanhead.By exploiting only the3D-databelonging
to theright half of his faceandcomputinga 2D-projectionof the
view thatwould resultfrom lookingat this 3D-datafrom theright
side,theright profilecanbeobtained.

Thesecondpossibleoptionis theutilizationof alearningalgo-
rithm, capableof learningtheheadrotationprocessfrom thepre-
sentationof many examples,which is theapproachthatwepursue
in this paper. Thereasonfor this choiceis thefactthatthis should
representaninterestingalternativeto thepreviouslymentionedap-
proachandthat thecollectionof 3D-datafrom a largenumberof
headsis atedioustask,thatcouldbesimplyreplacedby evaluating
anappropriatenumberof imageswith asuitablelearningparadigm
instead.Sincein principle,not thederivationof 3D-datafrom the
frontal view is themostimportanttopic here,but insteadtherela-
tionshipbetweenthefrontal imageandtheprofile, it shouldbeba-
sicallypossibleto derive this relationshipfrom examplesfor those
views, without the necessityof deriving 3-dimensionaldata. An
obviousparadigmfor learningsucha relationis a neuralnetwork.
Therefore,thebasicideais theutilization of a neuralnetwork that
shouldgeneratethe profile of a personby presentingthe frontal
view to its input.

Settingup the profile recognitionsystemwould thenconsist
of thefollowing steps:

1. Usethe 600 profilesand frontal views of DB-2 to train a
neuralnetthatlearnsthegenerationof profilesin its output
if thefrontal view is presentedat theinput.

2. Presentthe100frontal views of DB-1 to thetrainedneural
netin orderto generate100artificial profiles.

3. Usethoseartificial profilesin orderto trainaHiddenMarkov
Model for eachprofile which will be thetemplatefor each
person.This concludestraining.

4. Recognition:Presenteachof the100realprofilesof DB-1
to theHMMs in (3) andusetheViterbi algorithmto find the
mostprobableclass(i.e. theoriginal candidate).

This leadsto an interestingcombinationof neuralnetsand
HMMs andthusresultsin theuseof a hybridconnectionist/HMM
approachfor profilerecognition,whichis explainedin detailin the
following section.

4. HYBRID CONNECTIONIST/HMM APPROACH FOR
PROFILE RECOGNITION

4.1. ANN-Architectures

In orderto synthesizea profile view from a giveninput image,we
hadto find anappropriateANN-architecture.As input-andoutput
features,normalizedgray-valuesof the images( ���	�
��� pixels)
weretakendirectly. In afirst experimentweusedafully connected
singlelayernetwork with ���
� input and ����� outputneurons.Not
surprisingly, theresultswerenotsatisfactory. The600examplesof
DB-2 werenotenoughto generalizeanetwith suchahighnumber
of parameters.

With respect,that thereis no informationaboutthestructure
and form of a humanhead,this task seemsto be very difficult.
One thing that can be roughly said abouta point in the frontal
view is that it canbe found in the sameline of the profile view.
Becausetheusedimageswerecroppedmanuallyandweretaken
atdifferentoccasionswith slightly differentfacialexpressions,the
linesin theneighborhoodmightbeof interest,too. Thenumberof
theconnectedlinesbesidestheactive oneis givenby thevalue �
(seefigure1). So,in orderto generatetheprofile view of a faceor
headweuse64 fully connectedsinglelayernets,onefor eachline
in thegeneratedprofile view.
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Fig. 1. Subnetsfor thegenerationof a profileview

In orderto reducethenumberof parametersto beestimated,
wedid not takeentirelinesfrom theinput image.As onecanima-
gine,theright half of thefaceis redundantandalmostsymmetrical
to the left half of the face. To make surethat the completeright
half-facecanbemappedto theoutputpixels,we useda few more
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Fig. 2. Overview of therecognitionsystem

pixels from the input image. Thenumber� givestheamountof
pixelsused.Thesesubnetscanbecombinedto onelargenet,that
generatestheprofile view of a person.In figure1 thesubnetsare
shown. We tried out several combinationsof the ��� �!�#" para-
meters. In the figure �%$&�
' and � variesbetween3, 5 and7.
The arrow in figure 1 indicates,that the input neuronsare fully
connectedto the outputneurons.For the training procedurethe
known RPROP-algorithm[9] andfor the activation neuronsSig-
moid functionswerechosen.

4.2. The HMM-Recognition Approach

To recognizethegeneratedimagesweuseclassicalone-dimensio-
nal left to right HMMs, with a vector-dimensionof 64,analogous
to theapproachpresentedin [10,11], allowing self-transitionsand
transitionsto the next stateonly. For recognitionthe faceimage
is subdivided into 64 vertical stripes,which is thenconsideredto
betheobservationsequenceemittedby thelinearHiddenMarkov
Model. Theuseof one-dimensionalHMMs is preferredhere,be-
causeof the inter-line connectivity, theresultingimagesarequite
noisyin theverticaldirection.Thiscircumstancemightbeconfus-
ing for theverticaldynamicwarping-capabilitiesof theP2DHMM,
aswasprovenby initial results.

Becausewehaveonly onetrainingexampleto estimatethepa-
rametersof theresultingHMM, weproduceaprototypeHMM (*)
with all featuresfrom thegeneratedimagesin afirst step.Thispro-
totypeis intendedto bea draft modelfor anaverageprofile view.
After thisweretrainthemodels(,+.-/-0-1(,+3242 for eachpersonin DB-
1 using ( ) asthenew prototype.For bothtraining-proceduresthe
well-known Baum-Welch-Estimationprocedure[12] wasusedto
estimatetheappropriatetransitionandemissionprobabilities.

After themodelsaretrained,unknown imagescanbe classi-
fied by a maximum-likelihood decision. This decisionusesthe
reducedformulaof a Bayes-classifiergiven in 1, where 5 repre-
sentsthe unknown face, ( onefaceout of DB-1 and (76 the best
matchingmodeloutof DB-1:

( 6 $ argmax8
9
DB-1 : ��5<; (=" (1)

TheHMM with thehighestprobabilityscoreindicatesthere-
cognizedpersonto whomtheunknown facewill beassigned.The
entirerecognitionsystemis summarizedin figure2.

5. RESULTS

In the trainingphaseof thenet, thecompletenetwith its weights
is storedafter every 25th iteration,makingit possibleto test the
overall recognitionrateof thesystemfor severalstatesin thetrain-
ing phaseof theneuralnet. After thetrainingof theANN-part of
theentiresystem,thepicturesof thetestset(DB-1) arepresented
to the input neuronsof the nets. The resultingimagesare then
modeledand classifiedwith linear 26-stateHMMs as described
above. In figure 3 the overall recognitionratesof sucha hybrid
systemare depicted. In this experimenta net, consistingof 64
subnets,where �>$?�@' and �#$BA (seeANN-architectureabove)
wasused.As canbeseenin thefigurebelow, our highestscoreis
56%. In a wide spectrumof iterationstheoverall recognitionrate
is mostlyover 50%.Severalparametersetswereevaluated,which
changedthenumberof HMM-statesandthecharacteristicparam-
etersof theANN ( �!CD� ). It turnedout that thevariationof these
parametersis not too importantandjustcausessmallerchangesin
thebehavior.
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Fig. 3. Overall RecognitionRates

To get an idea of the potentialof the HMM-recognitionap-
proachwedecidedto useanEuclidianclassifierandcomparedthe
results. For the highestrecognitionscore(56%) we repeatedthe
testusingthefollowing distancemeasurebetweentwo images:FEand :=G , whereH EJI G ��KLCDMN" arethegray-valuesof a pixel at ��KLCOMP" :

Q � :FE C : G "R$
S4TU
VXW 2
S4TU
Y0W 2 �ZH E ��KLCDMP"F[\H G ��KLCOMP"4" � (2)



In this formula, the squareof the gray-value differenceof both
imagesis summedup. Thewinnerwasthepicturewith theclosest
distanceto thegeneratedone. For this experimentwe achieveda
poor recognitionrateof just 24%. So theuseof theHMMs with
its superiormodelingcapabilitiesseemsto bejustified. In figure4
someexamplesof thegeneratedprofiles(in themiddle)areshown
togetherwith the frontal view (left) and the real profile (right).
Thesesamplesshow thequalityof artificial profileswe areableto
generate.Furthercanbeseenin thefigurebelow, that the frontal
views do not containall relevant informationof theprofile,which
is themainreasonwhy this taskis sodifficult.

Fig. 4. Examplesof frontal views, thegeneratedandrealprofiles

Anothercriterion of comparingfacerecognitionsystemsare
thecumulativematchscoresasusedin [13]. In thefollowingfigure
thegraphof thecumulatedmatchscoreof theparameterconstel-
lation from above ( �]$^�
'*C_�#$`A�" at the425thtrainingiteration
is shown. As canbeseenfrom this graph,therearealreadyabout
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Fig. 5. Cumulative MatchScore

75%amongthetop 3 candidates.This fact is anindicatorthatthe
neuralnetwork wasableto generalizethetaskit wastrainedfor.

6. CONCLUSIONS

In this paperwe presenteda novel ANN/HMM connectionistsys-
tem to recognizeprofilesof people,usingonly the frontal views.
For this taskno additional3D-informationwasused.Our system
achievesrecognitionratesup to 56%.

The potentialof our approachis impressively demonstrated
by the fact that alreadynow, 74% of the correctcandidatesare
amongthetop3 ratings.Therefore,weplanfurtherimprovements
to exploit this recognitionpotential,which we feel is near80%
by usingseveral networks transformingspecialfaceregions,eg.
eyes,nose,ears. As mentionedin [6] the recognitionrateswill
not grow near100%for this evenfor humanbeingshardtask,be-
causethe frontal view doesnot containall necessaryinformation
of thecorrespondingprofile. Oursystemcancompetewith thesys-
tem which however exploits additional3D-informationpresented
in [5] andoutperformstheapproachpresentedin [6]. In thefuture,

we will usemuchmoresophisticatedhybrid training procedures
wherethe HMM and the ANN parametersare trainedjointly in
orderto improve our system.Anothergoal is to usethe FERET-
databaseprovided by the Army ResearchLabs(ARL) for better
comparisonpossibilities.
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