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ABSTRACT

This paper presents an image and video indexing approach
that combines face detection and face recognition methods.
Images of a database or frames of a video sequence are
scanned for faces by a Neural Network-based face detector.
The extracted faces are then grouped into clusters by a com-
bination of a face recognition method using pseudo two-
dimensional Hidden Markov Models and a k-means clus-
tering algorithm. Each resulting main cluster consists of the
face images of one person. In a subsequent step the de-
tected faces are labeled as one of the different people in the
video sequence or the image database and the occurrence
of the people can be evaluated. The results of the proposed
approach on a TV broadcast news sequence are presented.
It is demonstrated that the system is able to discriminate
between three different newscasters and an interviewed per-
son.

1. INTRODUCTION

The increasing amount of images and video in multimedia
databases results in a demand for techniques for automatic
content-based access to visual data. In recent years many
different approaches to image and video indexing have been
developed. Most methods for the image indexing use low-
level features like texture or color. The main drawback of
low-level features for image and video indexing is that the
people cannot be recognized and person-based indexing is
not possible. People are one of the most important objects in
images and video sequences. Therefore any practical index-
ing approach has to combine the detection and recognition
of people in images and video sequences.

This paper explores the usability of face detection and
face recognition methods for image and video indexing. The
face detection method is used to find the faces in images
and video sequences. The face recognition method assigns
the detected faces to the different characters of a movie, or
groups the faces of each person for image indexing. In con-
trast to the system in [6], the system proposed here does not
determine the name the people in the video sequence from

the transcript, because the names of the people do not pro-
vide information about the structure of the video sequence.

Firstly the face detection algorithm, the face recognition
method based on pseudo two-dimensional Hidden Markov
Models, and the k-means clustering using HMMs are in-
troduced. The combination of these methods to build up a
video and image indexing system is explained. Finally the
results on a sample video of a TV broadcast news and the
conclusions are presented.

2. FACE DETECTION USING NEURAL
NETWORKS

Our face detection method is very similar to the Neural
Network-based method presented in [5]. A square sampling
window extracts image regions from the image at all possi-
ble positions and of various sizes. These samples are then
preprocessed by subtracting a best-fit brightness plane and
performing a histogram equalization. The subimages are
scaled to a size of20×20 pixels. Subimages with a very low
contrast or with a mean color that is not a face color (U > 0
or V < 0), are discarded. Each pixel of the20× 20 subim-
age is used as the input of a multi-layer perceptron that is
trained on face and non-face samples. The output neuron
gives a probability that the subimage contains a face. In case
the probability exceeds a threshold a further postprocessing
step is applied to eliminate false positives. Detections with
an overlap of more than 70 % are merged, and if the overlap
is less then 70 %, the less probable detection is deleted. At
the end of the merging step all detections that are merged
from at least three of the previous detections are extracted
from the images.

3. FACE RECOGNITION USING PSEUDO 2-D
HMMS

The face recognition module [2] uses pseudo 2-D Hidden
Markov Models (HMM) and DCT coefficients. The image
of the face is scanned with a sampling window top to bot-
tom and left to right. The pixels in this sampling window
of the size8 × 8 are transformed using the DCT. The first



Fig. 1. 1-D Hidden Markov Model

Fig. 2. Pseudo 2-D Hidden Markov Model

15 coefficients are arranged in a feature vector. The use of
DCT-coefficients as features for the recognition has two im-
portant advantages: Firstly the DCT decorrelates the subim-
age and allows the use of diagonal covariance matrices for
the probability density function of the HMMs. Secondly the
face recognition can be directly applied to JPEG and MPEG
compressed images. An overlap between adjacent sampling
windows can be used to improve the ability of the HMM
to model the neighborhood relations between the windows.
The resulting array of feature vectors are classified using
pseudo 2-D HMMs. A single HMM is trained for each per-
son in the training set using the Baum-Welch algorithm. For
the recognition the Viterbi algorithm is used to determine
the probability of each face model for the test image.

HMMs [4] are statistical models that consist of several
states. At each step a transition to another state depending
on a transition probability matrix is performed and a sym-
bol is created depending on a probability density function
(pdf) that is assigned to each state. Figure 1 shows a one-
dimensional Hidden Markov Model with four states and the
assigned pdfs.

Pseudo 2-D HMMs are extensions of the one-dimen-
sional case to work on two-dimensional data like images.
Pseudo 2-D HMMs are nested one-dimensional HMMs: A
higher level HMM models the sequence of columns in the

image. Instead of a probability density function the states of
the higher level model (superstates) have a one-dimensional
HMM to model the cells inside the columns. Figure 2 shows
a pseudo 2-D HMM with four superstates containing a three
state 1-D HMM in each superstate. The probability density
functions of the lower level models are omitted in this fig-
ure.

The Baum-Welch algorithm determines the parameters
corresponding to a local maximum of the likelihood func-
tion depending on the parameters of the initial model [4].
Therefore it is crucial to use a good initial model for the
training. We train a general initial model on all faces in the
training set using the Baum-Welch Algorithm. This com-
mon model is refined on the training faces of one person to
obtain the model for this person.

4. CLUSTERING USING PSEUDO 2-D HMM

The HMM-clustering is an unsupervised grouping of data
into classes containing similar members. It is a k-means
clustering which uses a Hidden Markov Models to represent
a cluster prototype instead of a vector. Therefore it allows
the clustering of 1-D vector sequences. A similar method
was published in [3]. For the initialization of the clustering
process, the sequences are assigned randomly to the clus-
ters. The codebook is then iteratively refined by training
the HMMs of the clusters on the assigned sequences us-
ing the Baum-Welch Algorithm and then reassigning each
sequence to the cluster which HMM has the highest prob-
ability of producing that sequence by using the Viterbi Al-
gorithm. This is repeated until the likelihoods of the clus-
ters converge. As result we determine the clusters of data
and the HMM prototypes. The advantage of the HMM-
clustering versus the use of the integrated clustering capa-
bilities of the Baum-Welch algorithm is a faster computa-
tion, because the sequences are not assigned to the proto-
type in every iteration of the Baum-Welch algorithm.

The use of pseudo 2-D HMMs for the representation of
a cluster is possible without any other modifications of the
clustering algorithm. This allows a grouping of face im-
ages into classes, which cannot be done by the classical
k-means clustering, because the large variety of the facial
expressions requires the incorporation of a face recognition
method into the clustering method.

5. COMBINATION OF THE PRESENTED
METHODS FOR IMAGE AND VIDEO INDEXING

The image and video indexing system is a combination of
the methods presented above. Figure 3 shows the flow chart
of the system. First the faces in the images or the video
sequence are detected and extracted using the face detec-
tion method. The image regions which contain faces are
enlarged such that they contain the head of the person.

The clustering of the faces is done by the face recog-
nition method embedded into the Pseudo 2-D HMM based



Fig. 3. Combination of the presented methods for image
and video indexing

k-means clustering. The features for the face recognition
do not change during the iterations of the HMM-clustering,
therefore they are extracted only once before the start of the
loop, to increase the speed. This is not illustrated in Fig-
ure 3, because it does not affect the functionality. The fea-
ture extraction uses for each extracted face a blocksize for
the DCT that gives approximately the same amount of fea-
tures vectors(25 × 30) for all face images, to get a rough
size normalization of the faces. A common initial model
is trained on all faces and this model is used as prototype
for each class. The clustering works as described in Sec-
tion 4, but a smoothing of the variances of the HMMs with
the variances of the common initial model prevents clusters
with only a few members from overfitting and gives a better
similarity inside the resulting classes. The result of the clus-
tering algorithm are clusters of people. The biggest clusters
contain the main people of the video sequence or the image
database. Small clusters contain people with a occurrence
that is too low to build individual clusters. Our clustering
method uses the same techniques for image database index-
ing and video indexing. For the case of video indexing the
method can be improved by evaluating the temporal order
of the frames.

6. EXPERIMENTS AND RESULTS

To demonstrate the capabilities of the proposed approach
we applied it to the indexing of TV news. The TV broadcast
was captured in a resolution of384× 288 with a frame rate

of 0.2 fps. The news are presented by three different peo-
ple, therefore the approach presented in [1] cannot be used
in this case, because it can cope with only one newscaster.
The detection method detected 706 faces in the sequence.
The clustering approach was able to assign the faces of the
three newscasters and an interviewed person correctly. Fig-
ures 4, 5, and 6 show images of the three clusters of people
representing the three newscasters. Figure 7 shows images
of the cluster of the interviewed person. The faces in these
images that are assigned to the same cluster are marked by
the white rectangle.

7. CONCLUSIONS

This paper presented an image and video indexing approach
based on the detection and recognition of faces. It was
shown that in the case of video indexing this method has ad-
vantages compared to our previous video indexing method.
The proposed approach is capable of indexing a video se-
quence without any prior knowledge of the sequence, be-
cause in contrast to the approach in [1] no video model has
to be trained on the training samples. The method presented
here can be further improved by using the temporal infor-
mation of the video sequences, like detection of cuts and
other edit effects and a tracking of faces. This simplifies
the detection of the face of the same person in consecutive
frames of the video sequence. In the future we will apply
this method to detect the main characters in movies.
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Fig. 4. First newscaster

Fig. 5. Second newscaster

Fig. 6. Third newscaster

Fig. 7. Interviewed person


