BLIND MIMO EQUALIZATION AND JOINT-DIAGONALIZATION
CRITERIA

Pierre Comon

I3S, Algorithmes-Euclide-B
2000routedeslucioles,BP 121
F-06903Sophia-AntipolisCede, France

conbn@ini ce. fr

ABSTRACT

We considerthe problemof corvolutive blind signal sep-
arationthroughthe optimizationof contrastfunctions. In

this work, we shav that somelinks betweencontrastsaand
joint diagonalizationcriteria can be exhibited in the con-
volutive case. This allows to devise a constructve algo-
rithm performingMIMO blind equalizationwith the help
of a joint approximatediagonalizatiorof a setof matrices
built from the obsenations. This analyticalalgorithmcan
be run block-wise,which is appropriatein the context of

shortburstcommunications.

1. INTRODUCTION

We considerthe problemof blind equalization,or decon-
volution, of Linear Time Invariant (LTI) Multiple-Input
Multiple-Output(MIMO) systemsSucha problemis of in-

terestin multi-userwirelesscommunicationsyhereMIMO

systemsare expectedto equalizethe obsenred signalsboth
in spaceandtime. In fact, MIMO equalizatioraimsatelim-

inatinginter-symbolinterferenceslueto possibledelaysn-

troducedby multi-pathspropagationandco-channelnter-

ferenceglueto the possiblepresencef simultaneousisers
in the sameband. Examplesare found in SpaceDivision
Multiple Access(SDMA) or CodeDivision Multiple Ac-

cesg(CDMA) communicationsystems.

Otherwell-known fields of applicationarethosewhere
the genericproblemarises;this includesarray processing,
passve sonay seismicexploration, speechprocessingjn-
terceptionsuneillance...

One can find numerousworks on blind equalization
of Single-InputSingle-Outpu(SISO)channelsisinghigh-
orderstatisticd2] [11], or constanmodulug17] [9] or con-
stantpower[8] propertiesywhereashemultichanneframe-
work, althoughmorerecentalreadyseemdo bemorepow-
erful; numerougeferencesnclude[12] [1] [3] [6] [13]. A
particularinstanceof the problemis the staticmixture, of-
tenreferredto asthe“sourceseparationproblemwhereno
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inter-symbolinterferences consideredut only co-channel
interferencdb] [4]. Thelatterproblemis relevantwhenthe
time delaysaresmallerthanthesymbolperiod,for example.

Blind MIMO decorvolution can be carried out with
the help of on-lineiterative algorithms[15], someof them
extracting one sourceat a time (deflation) [16]. How-
ever, blockmethoddhecomemoreandmoreattractive since
computerpower no longer appeargo be an impediment.
The use of block (off-line) algorithmspresentsa number
of adwantagedncluding: greatimprovementon the con-
vergencetime (both estimationof statisticsand optimiza-
tion), increasedacility to handlespuriouslocal extrema,
betterrobustnesgo loss of synchronizationpossibility to
work jointly with the reversed-timesignal, naturalformat-
ting for TDMA transmissionespeciallyshortburstslike in
theGSMstandard7]. Ontheotherhand,adaptve (on-line)
algorithmscanalsobenefitfrom of block updatesandgain
in convergencespeedandcompleity [10].

In this paper our goalis to relateblind MIMO decon-
volutionto joint matrixdiagonalizationyieldingaconstruc-
tiveblockalgorithm.We considetheproblemof estimating
aninverseof theimpulseresponsef aLTlI MIMO channel,
given only outputmeasurementsindeed,we estimatean
equivalentmultivariateMoving Averagechanneregardless
of whattheactualchannels. Ourapproacheliesoninverse
filter criteriabasedon high-orderstatistics.

2. PROBLEM FORMULATION

We considerthe invertible multichannelLTI systemde-
scribedby

z(n)= Y C(k)a(n—k) (1)

wherea(n) is the N —dimensionalectorof sourcesg(n)
is the N —dimensionalectorof obserationsand {C'} def
{C(n),n € Z}isasequencef N x N matriceghatcorre-

spondgo theimpulseresponsef theL Tl mixing filter. The



multichannelblind decowolution problemconsistsof esti-

matingaLTl filter (equalizer{ H } d:Ef{H(n), n € Z} us-

ing only theoutputsz () of theunknovn LTI system{C'}.
{H} ensureshefactthatvectory(n) definedas

y(n)= > H(k)z(n—k) (2)

restoreghe N inputsignalsa;(r), i € {1,..., N}. Wede-

finethegloballTl filter { G} d:Ef{G(n), n € Z } asfollows

y(n) = 3 Gha(n—k) E[G()am) @)
k=—o0

wherea‘(z) def i G(k)z~* standdor the N x N trans-
k=—o0

fer matrixandz~! thebackward-shifoperator

C H

Processindine: C isthechannel,H theequalizerandG
theglobal system.

Assumptions. The following propertiesare assumed
throughouthe paper:

Al. The sourcesu;(n), i € {1,...,N}, are mutually
statisticallyindependentEachsourceis a sequence
of zero-mearandunit power independenandidenti-
cally distributed(i.i.d.) realrandomvariables.

A2. a(n) is arandomprocesstationaryup to the consid-
eredorderr € IN™, i.e. Vi € {1,..., N}, thecumu-
lant Cum [a;(n), .. ., a;(n)] is independentf », and

r times
canbedenotedcompactlyC, [a;].

A3. At mostone of the consideredsourcecumulantsis
zero.

A4. Thetransfematrix G(z) satisfiesG(z)G*(1/z*) =
I wherel is the N x N identity matrix. In other
words,thematrix G(z) is para-unitary

The assumptiorA4, althoughstrongerthanthat of [6]
for p = 2, canbesatisfiedafterasecondrderprevhitening
of the obsenations,followed by a spatialstandardization.
Thosetwo operationscan be carried out with the help of
classicalalgorithms,suchas spectralminimum phasefac-
torizationandPrincipalComponenAnalysis.

Indeterminations. Sincesourcesareassumedo beunob-

senable,someinherentindetermination# their restitution
subsistin mostcasestheorderaswell asthepowerandthe

time delaycannotbe identified. Actually, theselimitations

combinetheinherentindeterminationsf thesourcesepara-
tion problemtogethemith thoseof theclassicablind scalar
decorolution problem.Hence signalsaresaidto be sepa-
ratedif andonly if (iff) theglobalLTI systemG(z) reads

G(z) = D(z)AP 4)

whereD(z) = Diag(z~%1, ...,z *¥)with k; € Z™,1 <
J < N, A is aninvertible constandiagonalmatrix and P
apermutatiormatrix. Notethat, because=(z) satisfieq4)
andA4, theentriesof A areof unit modulus.

Notations. Let usdefinesomeuseful notations. The set
of matrix sequencesatisfyingassumptior4 is denotedy
U. Thesetof sourcerandomvectorssatisfyingassumptions
AltoAdisrepresentetly A. Thesubsebf#/ of matrix se-
guencesuchthat(4) is satisfied pftenreferredto astrivial
filters, is denotedby P. Finally, the setof randomvectors
y(n) satisfying(3) wherea € A and{G} € U is denoted
by V.

3. CONTRAST FUNCTIONS

3.1. New Contrast functions

First we generalizesomecontrastsavailablein the instan-
taneouscaseto the convolutive one. With this goal, let us
introducethefollowing notation

Cy,[ij, 0 =
Cumlyi(n), ..., ui(n),y;, (n — l1), ..., y;,(n—£g)]
p terms g=r—p terms
5)
wherer = p + ¢ standdor thecumulantorderand
j — (jl: sy ]q)
£ = (br,...,4).

Let us also considerthe following set of indices: J =
{1,..., N}? andthe setof delayslL. = Z?. We have the
following first result:

Proposition 1 Let r, p and ¢ be three integerssud that
r> 3,2 <p<randq=r— p,thefunction

N
Tor () =333 |CY i 5,4 (6)

i=1 j€d el

is a contrastfor 2ndorder standadizedwhite observations
y(n) € V.



Proof. It is easilyseenthatfor a givenorderr of cu-
mulants,we have 7, ,(y) < J2,-(y). Now recallingthat
Jo.r(y) is a contrast[14], then 7> ,(y) < Jo.-(a). Be-
causehesourcesrei.i.d. statisticallyindependensignals,
all their cross-cumulantarezeroand J, »(a) = J2 ,(a).
Thenconsideringthe above resultsaltogether 7, - (y) <
J».-(a). Finally, because?s , (y) is acontrastjt is notdif-
ficult to seethatthe equality.7, - (y) = J, - (a) holdsonly
for separatingtatesThus 7, - (y) is acontrast. &

Now onecaneven noticethatthefunction 7, - (y) can
alwaysbewritten as

jp,r(y) =Z.(y) + Cp,r(y) (7)
where
N 2
=" [Colwl| ®)
i=1
and

N
DD DD M NI 9)

i=1jel. LeL*

In the above definition, the sets J. and L* are de-
fined respectiely as J. = J \ J; with J; =
{(1,...,1),...,(N,...,N)}andL* = Z%\ {(0,...,0)}.

Let us remarkthat the functionZ, (y) involvesonly auto-
cumulantsand was proved to be a contrastin [6]. On
the contrary the function C, ,(y) involves only cross-
cumulantsandthusis zerowhenconsideringhesourcevec-
tor, i.e. C,,(a) = 0. Basedon the abore remarkwe can
proposehefollowing result:

Proposition 2 Let r, p and ¢ be three integers sud that
r>3,2<p<randq =r— p,with A < 1 thefunction

Torr(y) = Lo (y) + ACp r () (10)

is a contrastfor 2ndorder standadizedwhite observations
y(n) € V.

Proof. The prooffollowsthe saméinesasthe onefor
propositionl. Briefly, becausex < 1 thenJ, ,\(y) <
J»r(y). Now accordingto propositionl 7, ,(y) <
Jpr(a). Moreover 7, (a) = Tpr(a) = Z.(a).
Thenconsideringhe abore resultsaltogether 7, - » (y) <
Jprx(a). Finally, because7, .(y) is a contrast,it is not
difficult to seethattheequality7,  » (y) = Jp ».»(a) holds
only for separatingtatesThusJ, , »(y) isacontrast. {

3.2. Link with ajoint diagonalization criterion

Fromnow on, we takep = 2; thiswill be justified by the
propositionbelon. Assumethatthe MIMO equalizer{ H }

is of finitelength L. Then,forall i, 1 < i < N:

L-1 N

=22 Hial)

a=0a=1

Zq(n — ) (11)
Next, denotethe r—th order cumulant multi-correlation

functionof « as

Ta,b(aa B) —

Iag(n - CYQ), Ibl(’n - 61): cey

Cum[zq, (n — a1),

2y, (n = 0g)]  (12)

wherea and a arevectorsof sizep = 2, andb andg3 are
vectorsof sizeq = r — 2. For every fixed value of as,
b, oy, andg, the cumulanttensorT, p(ax, B) isaN x L
matrix with indicesa; and«;, and canthusbe storedin

a vector of size NL. The sameremarkholds for indices
as anda, whenotherindicesarefixed. As aconsequence,
whenthe vector indicesb and 3 are fixed, the cumulant
tensorT', s (cx, 3) canbestoredin a N L x N L matrixthat
canbe denotedN (b,~). Then,with thesenotations,we
have thefollowing result:

Proposition 3 Thecontrast.7- . (y) canbewrittenasacri-
terion of joint diagonalizatonof a setof N7L¢ matrices:

Tor(y ZZnDlag{%T (b~

whee b and~ are vectorscontainingg = r — 2 indices,
varyingin {1, ..., N}and{0, ..., L—1}, respectivelyand
H is semi-unitary

VHIP (19)

Proof. Fist, replacein the definition(6) of 7 , (y) the
cumulantof y by their expressiorasafunction of thoseof
R

D2 Hiar(o00) Hiay(02) o, (B1)

ab o3
Hiv, (Bg) Ta,b(cx

ZJE
B+E) (14)

Yet, the para-unitarycondition A4 on é(z) implies that
H (z) is alsopara-unitarywhichitself yields

Z Hj,«(T + E) HjT'(T/ + E) = 0ppt 87y
it

Thus,takingthe squareof (14), makingthe changeof vari-
ablesy, = B¢ + £, andeliminatingthe unusefulindices
leadsto

j2,r(y) — E Hia1(al)Hiag(a2)Hia’l(all)Hia’z(a/Q)

iaa' o' bb’ yy!
'Ta,b(a: ’7’) . Ta’,b’ (al: ’Y/) )



which canberearrangednto

T2.r(y) :E|Z Hiq, (1) Hiq,(a2) 'Ta,b(a,’Y)|2 .

iby ao

Lastly, groupingindicesa; andc; togetherin a singlein-
dex p;, one canremarkthat the L matrices H (a) can
be storedin a NL x N matrix, H, so that eventually
L72,T‘(y) = Eib*y |Zp1p2 %pli%p2inlp2(b;’y)|2- Here
thepara-unitaryropertyof H () impliesthatH™H = Iy.
&

3.3. Resultsin thecomplex case

For thesakeof simplicity, our derivationshave beencarried
outin thecaseof realinputandchannel However, it canbe
seenthattheabove threepropositionscanbegeneralizedo
the complex caseof sourcesandmixtures. More precisely
the output cumulantin (5) can be definedwith arny num-
ber of complex conjugateswhich imposesthe use of two
additionalindicesand complicateghe notation,henceour
presentatiorin the real case. The only restrictionis then
thatat mostone suchsourcecumulantmay be null. Next,
for p = 2, look atthefirsttwo termsin thecumulant(5), i.e,
the two termswith the sameindex. If only oneof themis
conjugatedthenonehasto replacehetranspositiorin (13)
by theHermitiantranspositionOtherwisejf bothtermsare
(or arenot) conjugatedthetranspositiorstaysasis in (13).

4. CONCLUSION

Theframework of contrastunctionsis now well established
andof recognizednterest.Contrastarewidely utilizedin
static Blind SourceSeparationput muchlessin Dynamic
BSS. On the other hand, in TDMA communicationgas
GSM), it is necessaryo equalizethe channelfrom asingle
burst, thatis, lessthan200 symbols. Block methodsjong
discardedecausef their high computationatompleity,
now hold appealandshav abetterefficieng/ on shortdata
lengths.

Thesestatementamue in favor of the proposedalgo-
rithm, which solvesthe MIMO equalizationproblemwith
the help of Joint Approximate Diagonalization(JAD) of
several matrices. Issuescurrently underinvestigationin-
cludetherobustnesawvith respectto Gaussiamoiseandto
channelorder misdetectionandthe behaior with random
speculachannelglravn accordingo the Clarkemodel.
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