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ABSTRACT

An automatic system for creating a virtual head that is
compatible with MPEG-4 facial object specification is
presented. Color classification and a valley detection filter
are performed to find face and Facial Definition Points
(FDPs) at the initialization stage. Extracted FDPs are
tracked by normalized correlation and their trajectories
are fed into an extended Kalman filter (EKF) to recover
camera geometry, facial orientation, and depth of selected
FDPs. Based on a recovered point-wise 3-D structure,
Dirichlet Free-Form Deformations (DFFD) is applied to
deform a generic 3-D model. Once a virtual head is
created, the head can be used to track FDPs for large out-
of-plane rotations and to update the head model
continuously based on refined depth information. A
complete texture map is created by mixing frontal and
rotated faces based on the recovered face orientation.

1. INTRODUCTION

Virtual heads have an important role in multimedia
applications such as collaborative virtual environments,
virtual games and virtual conference systems [1][2][3].
Automatic creation of virtual heads from video sequences
is a challenging task, because of its difficulty in
establishing correspondences and an unknown facial
structure and camera geometry.
     A recent work of Lee and Thalmann showed
orthogonal images can be used to build 3-D animation
models [5]. A point-wise 3-D structure can be determined
from corresponding point pairs on orthogonal images and
can be used to reconstruct 3-D models by using Dirichlet
Free-Form Deformations (DFFD).  The only limitation of
this method is that it requires manual intervention to
locate corresponding point pairs in orthogonal images.

     To overcome this limitation, an EKF-based approach
can be applied. A research from Strom and Pentland
showed an EKF-based structure from motion (SfM)
algorithm can recover camera geometry as well as a
point-wise 3-D structure by tracking selected feature
points [6][7][8].
     In this paper, an automatic system that can create a
realistic virtual face is described. The basic idea is that we
can combine a point-wise structure estimated from an
EKF-based SfM algorithm with a DFFD method, which
can be used to deform a 3-D model, to create virtual heads
without any user intervention. Figure 1 shows a block
diagram of our proposed system.  The extracted FDPs, Vt,,
at time t can be tracked in the next frame using
normalized correlation and their trajectories are fed into
an EKF-based structure from motion algorithm to recover
camera geometry and a point-wise structure. Based on the
recovered point-wise structure, DFFD can be applied to
deform a generic 3-D model. Selected FDPs are used for
control points to deform other vertices of the 3-D model.
After creating a 3-D model based on the recovered point-
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wise structure, the model can be used to guide a search
area for 2-D correlation matching in the subsequent
tracking stage. Constrained search area can guarantee
more accurate tracking results and produce more precise
depth information that allows us to refine the created
virtual head after every iteration. The work described here
is similar to that proposed in [8], in addition we combine
their method with DFFD to create 3-D models
automatically. To successfully combine these methods,
we incorporate the comparison between feature points on
the video sequence and projected feature points after
rendering based on an estimated camera angle and depth
information.
     The organization of this paper is as follows. In Section
2, we explain a process of initialization and tracking of
facial feature points. In Section 3, a procedure to combine
point-wise 3-D structure with DFFD is explained.
Experimental results are followed in Section 4. Finally,
conclusion is given in Section 5.

2. INITIALIZING AND TRACKING

Our system is initialized by finding FDPs in a frontal
face. To detect face and facial feature components such as
eyes and mouth automatically, color classification can be
used, followed by a valley detection filter and a profile
scanning method. The valley detection filter is an
appropriate choice for detecting facial features because
facial feature regions such as eyes, eyebrows and the
mouth have a deep valley for their luminance distribution.
Details of the detection method can be found in [9].

         

   (a) Feature Detection                  (b) Initial 3D
         in a frontal image

Fig. 2. Initialization

After finding the FDPs of the frontal view, we begin with
a generic 3-D model of a face. The generic 3-D model
points are modified so that their horizontal and vertical
positions correspond to the feature points found in the
frontal view. The input face and the created 3-D model
are quite different, because depth information from the

generic model is not the same as the input face. Therefore
the depth of each feature point is refined after each new
frame is analyzed and more depth information is returned
from the shape from motion algorithm.
     In tracking the FDPs, we used an algorithm similar to
the algorithm used in [7]. In our implementation however
we used edge in addition to luminance information. A 7x7
pixel patch around each detected feature point was
selected for use in locating the feature point in the
subsequent frame. Normalized correlation between the
selected patch and a patch from input video in a
rectangular 22x11 search window was performed. The
choice of non-symmetric search window was because
natural head movements are generally involved side-to-
side motion rather than up-and-down. In our normalized
correlation, a patch from video at time t+1 that maximizes
the following equation was chosen.
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where, llll aaa µ−=ˆ and llll bbb µ−=ˆ . la  and lb

are luminance vectors and ea  and eb denote edge

vectors. lµ  is the average of luminance value for a

selected patch. la  and ea  are vectors at time t and

lb and eb  are vectors at time t+1. ρ  is such that the

more closely the two patches match one another, the
closer ρ is to 1.

3. COMBINING A POINT-WISE STRUCTURE
WITH DFFD

It is important that we can reliably recover depth
information for FDPs in order to generate accurate 3-D
models. The EKF-based shape from motion approach of
Pentland has shown its robustness in tracking facial
features from video. Our system uses the same EKF-
based approach to recover 3-D structure of selected FDPs.
     After getting a point-wise 3-D structure, corresponding
points in a 3-D model can be updated after measuring the
distance between a feature vector from input video and a
feature vector from a newly rendered 3-D model. We

define the L2 metric )M,V( tt2d  to decide whether the

new point-wise structure from the EKF is appropriate to
update the 3-D model or not.
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where N is the number of feature points; Vt  is a feature
vector from video sequence at time t, which contains (x,y)
locations of selected feature points, and Mt denotes a
feature vector that is projected and overlapped onto the
input video after rendering the 3-D model by using the
new point-wise 3-D structure and camera angle. The

Distance )M,V( tt2d  is compared with )M,V( 1-tt2d .

If the distance )M,V( tt2d  is smaller than

)M,V( 1-tt2d , which means the newly rendered 3-D

model is closer than the current 3-D model, we update the
3-D model. These updated points can be considered as
control points to deform other vertices of the 3-D model.
To reconstruct the 3-D model by using DFFD, 27 points
surrounding the 3-D model are added automatically to
adjust other vertices in the 3-D model. With this
methodology a model for a human face can be
constructed automatically given a video sequence of the
face. By using the automatically constructed 3-D model,
future attempts to locate the FDPs can be enhanced by
predicting the location of the FDPs by using the updated
3-D face. The whole procedure of combining extended
Kalman filter (EKF) and DFFD to build a virtual face is
shown in Figure 3.

Fig. 3. A block diagram for updating a virtual face in a
recursive manner.

4. EXPERIMENTS

Our system was implemented in Pentium-III 600 MHz
PC. A valley detection filter and a profile scanning
method are used to detect feature points. We set initial
feature locations manually in this simulation to extract
more accurate texture information. Right after extracting
facial feature points, an initial 3-D model was created
based on the extracted feature points. This initial model
has temporary depth information of the generic face
model. Then, 2-D feature tracking was started and their
trajectories were fed into EKF to estimate camera
parameters and facial structure.  Figure 4 (b) and (d) show
feature tracking results of frame #22. By comparing
tracked results of (b) and (d) around eyes, we can
conclude that edge information can be used to improve
tracking accuracy. Figure 5 shows two created models.
Figure 5 (a) is a model created based on the depth from a
generic model and (b) is the updated 3-D model based on
the proposed automatic procedure. Because of limited
feature points that can be used as control points for
DFFD, the created 3-D model is not exactly the same as
the input face but looks much more similar after updating
depth information. Because of the inherited limitation of
2-D matching for large rotations, tracking is only
successful within a rotation angle less than 30 degrees.
     Our preliminary experimental result shows that the
proposed system can create 3-D virtual faces
automatically, except for the initialization to increase
accuracy, without requiring the manual creation of the 3-
D model though manually created models may look more
realistic. To create more realistic 3-D models
automatically, more feature points are needed in the
feature tracking process.

5. CONCLUSIONS

An automatic system that can create virtual faces without
user intervention is developed. This system uses a
recursive approach to incrementally refine created 3-D
facial models. An EKF-based structure from motion
algorithm and DFFD method are combined to build 3-D
virtual faces automatically. A distance measure that
compares extracted feature points with projected feature
points after rendering based on an estimated camera angle
and a point-wise structure is defined to update the 3-D
model. For future research, other interpolation methods
such as B-spline and radial basis functions can be
considered to deform 3-D models.
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(a) Luminance image   (b) Feature tracking at frame #22
       at frame #22                   by using luminance only

(c) Edge enhanced image  (d) Feature tracking by
           at frame #22        combining luminance and edge

Fig. 4. An example of feature tracking

            (a) 3D model without depth adjustment

      (b) 3D model after updating depth information
          Fig. 5. Comparison of created 3D models
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