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ABSTRACT

DCT-based digital video coding standards such as MPEG and
H.26x are becoming more widely adopted for multimedia appli-
cations. Since the standards differ in their format and syntax,
video transcoding, where a pre-coded video bit-stream is con-
verted from one format to another format, is of interest for pur-
poses such as channel bandwidth adaptation and video compo-
sition. DCT-domain video transcoding is generally more effi-
cient than spatial domain transcoding. However, since the data
is organized block by block in the DCT-domain, inverse motion
compensation becomes the bottleneck for DCT-domain meth-
ods. In this paper, we propose a novel loca bandwidth con-
strained fast inverse motion compensation algorithm operating

in the DCT-domain. Relative to Chang’s algorithm [1], the pro-
posed algorithm achieves computational improvement of 25% to
55% without visual degradation. A by-product of the proposed
algorithm is a reduction of blocking artifacts in very low bit-rate

compressed video sequences.

1. INTRODUCTION

Digital video data are becoming widely available as MPEG or
H.26x bit-streams. In video communication systems, video
transcoding is the key technology to continuously adapt the
output channel bandwidth or to convert the video from one for-
mat to another format. DCT-domain video transcoding is gener-
ally more efficient than spatial domain transcoding because it

X

==

1
|
:

X

\I\Il
5
X

[

Intra-coded frame Inter-coded frame

Fig. 1. DCT-domain inverse motion compensation.

whereg;, i = 1,...,4 j = 1, 2 are sparse 8x8 matrices of zeros
and ones that perform windowing and shifting operations. For
example, fori=1,
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where I, and |, are identity matrices of dimension hxh and wxw,
respectively. h and w are determined by the motion vector of
X. By using the linear, distributive and unitary properties of
DCT, we can obtain the following relation in the DCT-domain:

X = Z;QHX‘Q‘Z @

where X, {X; } and Q; are the DCT’s ofX, {x } andgj ,
respectively.

In [3], Merhavet al.proposed a fast algorithm to compute (2)
by factorizing the fixed matrice®; into a series of relatively
sparse matrices instead of fully pre-computing them. As a result,
some of the matrix multiplications can be avoided by using

eliminates the need for complete decompression and compres-simple addition and permutation operations. Assurstab. [4]

sion and subsequent degradation in video quality, etc. [1-4]. approximate the elements @; to binary numbers with a
However, since data is organized block by block in the DCT- maximum distortion of/z, so that all multiplications can be
domain, inverse motion compensation becomes the bottleneck implemented byshifts andadditions. They showed that in terms

for DCT-domain methods [1-4].
The problem ofDCT-domain inverse motion compensation

of operations hift, add) required, their algorithm has only
28% of the computational complexity of the method proposed

was studied by Chang and Messerschmitt [1]. The general setupby Merhavet al. [3]. While all the methods above adopt 2-D

is shown in Fig. 1, whergis the current block of interest;, x,,
X3 and x, are the reference blocks from which is derived.

According to [1]X can be expressed as a superposition of the

appropriate windowed and shifted versionsgfx,, Xz and Xy,

ie. 4
"= (1)
X = qi1 X q;
.Zl 1 X2

implementation scheme, Achargaal. [2] adopts another im-
plementation scheme, where the problem is decomposed into
two separate 1-D problems. They have shown that this decom-
position is more efficient than computing the combined opera-
tion. Also, any fast algorithm can be easily applied to this sepa-
rable processing structure. Therefore, we focus on this imple-
mentation in our work.
In this paper, we propose a novel algorithm for inverse mo-
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image as a 2-D separable Markov Random Field, we estimate

the local bandwidth of the block to be reconstructed from the
reference blocks. The algorithm can reduce the processing time

by avoiding the computations of those DCT-coefficients outside

the estimated local bandwidth. Relative to Chang’s algorithm
[1], the proposed algorithm achieves computational improve-
ment of 25% to 55% without visual degradatidmother ad-
vantage of the algorithm is that it can work on top of the fast
algorithms proposed in [3, 4] to gain more computational sav-
ings. A by-product of the proposed algorithm is a reduction of
blocking artifacts in very low bit-rate compressed video se-
qguences.

2. LOCAL BANDWIDTH CONSTRAINED INVERSE
MOTION COMPENSATION

2.1. TheBasicldea

This means that all frequency components bey®mdll disap-

pear after summation, implying that there is no need to compute
them. So if we can estimate the frequency bandwidtefore
constructingY(€“), we need only compute those frequency
components insidB when calculating,(€“) andY,(€4). This is

the basic idea of our algorithm described below.

2.2. Local Bandwidth Constrained Inverse Motion Com-
pensation

Generally, neighboring pixels are highly correlated in images.
This inter-pixel correlation is often modeled using Markov Ran-
dom Field (MRF) models [5]. Sikora and Li [6] also assume that
the 2-D image random field is separable with identical and sta-
tionary correlation along each image dimension and that the
simple first order AR(1) Markov model is adopted to model the
pixel-to-pixel correlation along image rows and columns. For
each image row, the variance-normalized AR(1) 1-D auto-

As discussed in the last section, all proposed algorithms are correlation function can be expressedrRas=a" wheren de-

based on two operations, i.aindowing and shifting. Thewin-

scribes the distance between two image pixelstadenotes the

dowing operation keeps the data inside the window unchanged pixel-to-pixel correlation in the rowa typically takes values

but zeros all data outside the window. As a result, it usually between 0.9 to 0.98 [6]. Fig. 3 shows two 1-D eight point adja-
introduces a steep change at the edge of the window, which ont blockd; andL, in an image row.

means that many high frequencies are possibly introduced by
the algorithm. To clarify, let us study the 1-D case. Fig. 2 shows

a low bandwidth signay(n) obtained by summing two func-
tions:y(n) = yi(n) + y,(n).
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Fig. 2. 1-D windowing operation.
Letwi(n), w,(n) be two window functions:
1, 0snsM 1, M<n<N

w, (n) = » W (Nn) =

™ EJ otherwise () EJ otherwise
We can writeyi(n) = y(n)wi(n) andy,(n) = y(n)w;(n). Let Y(ei“),
Y (€9, Y,(€%), W(e“) andW,(€“) be the Fourier Transforms of
y(n), yi(n), y;(n), wi(n) andw,(n), respectively. Then the follow-
ing equations can be obtained:
Yi(e") =Y(e") DW (') ®)
Y, (') =Y (') OW, (') (4)
wherell denotes convolution of two periodic functions with the
limits of integration extending over only one period. BetB,,
B., B\, andB',, be the bandwidths o{n), yi(n), y:(n), wi(n) and
w;(n) respectively. From (3) and (4), we obtain the following
inequalities:
B, > max(B, B!) (5)
B, = max(B, B)- (6)
Let E, be frequency components beyoRdn B,, andE, be the
frequency components beyo8lin B,. Sincey(n) = y(n) +
y:(n), the following equation must be satisfied:

E +E =0. 7
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Fig. 3. 1-D block extraction.

According to the above moddl; and L, should have the
same power spectral density function, hence the same band-
width because they have the same correlation fun&jora"

[6]. Similarly, if we want to extradt; (shown in Fig. 3) front;
andL,, we can predict that; also has the same bandwidthLas
andL, based on the model. However, images are usually non-
stationary, so the bandwidth bf is often different from that of

L,. To account for this, we take the maximum bandwidth as the
estimate fol, i.e.,

B, = max(B,, B,) (8)
whereB;, B, andB; are the bandwidth df;, L, andLj, respec-
tively. For example, if the maximum index of the non-zero DCT
coefficients (here we use DCT coefficients as the representa-
tions of frequency components) is 2linand 4 inL,, we esti-
mate that the maximum index of the non-zero DCT coefficients
in L3 is 4. To extract the DCT coefficients directly from the
DCT'’s of L, andL,, we only need to compute those DCT coef-
ficients with index no greater than 4lig. Since we use separa-
ble implementation scheme proposed in [2], the 2-D problem
can be converted into two 1-D problems.

3. RESULTSAND DISCUSSIONS

We use the method proposed by Chang and Messerschmitt [1]
as the original algorithm. We implement both the original algo-
rithm and our algorithm, and integrate them, for comparison,
into our DCT-domain video transcoder as the inverse motion
compensation module, respectively. The input of the transcoder
is an MPEG-coded video bit-stream. To evaluate the perform-



ance of our agorithm, we transcode al P and B frames in the 4, CONCLUSIONS
incoming bit-stream back to | frames by DCT-domain inverse
motion compensation. First, we will investigate the distortion
caused by the algorithm by comparing the PSNR of those |
frames recovered from P or B frames using both agorithms.
Then we will measure the speed of both algorithms to show the
speed improvement of our agorithm. To test our algorithm
more efficiently, we select four video sequences with intensive

In this paper, we proposed a novel local bandwidth constrained
inverse motion compensation algorithm, in which only those
DCT coefficients inside the estimated bandwidth are computed.
The local bandwidth estimation is based on the assumption that
the image can be modeled as two separable AR sequences in the
horizontal and vertical directions, respectively. On the average,
motion activities, i.e., “foreman”, “coastguard”, “mobile” and  our algorithm can reduce the computation time by 25-30% at 4
“stefan”. All sequences are CIF resolution with 352 pixels per Mb/s, and 45-55% at 1Mb/s, compared to Chang’s algorithm.
line and 288 lines. To evaluate the performance of our algorithm However, the video degradation caused by our algorithm is
at different coding bit-rates, the sequences are encoded at 4invisible for both high bit-rate and low bit-rate coded video
Mb/s and 1 Mb/s respectively. Fig. 4 shows the PSNR result of sequences. Since our algorithm can work on top of the fast algo-
each reconstructed frame of “coastguard”. The average PSNRrithm proposed in [3, 4], we could expect further improvement
degradation is 0.12dB at 4 Mb/s and 0.35dB at 1 Mb/s. The with a combination of our algorithm and those in [3, 4]. A by-
results of average PSNR degradation for other sequences areproduct of the proposed algorithm is a reduction of blocking
0.11 dB in *foreman”, 0.22 dB in “mobile” and 0.16 dB in  artifacts in very low bit-rate compressed video sequerSmse
“stefan” at 4 Mb/s, and 0.29 dB in “foreman”, 0.51 dB in “mo-  other applications, such as DCT-domain scene-cut detection and
bile” and 0.36 dB in “stefan” at 1 Mb/s respectively. The PSNR DCT-domain feature extraction for video indexing, can also
degradation depends on the images. For example, in the se-benefit from the fast inverse motion compensation algorithm

quence “mobile”, the pictures have a lot of strong edges and are proposed in this paper.

very dynamic, hence the AR model of our algorithm is not accu-
rate. As a result, the PSNR of “mobile” degrades more than that
of other sequences. Similarly, at low bit-rate, since each block in
the frame is independently quantized by a large quantization

; . : [1]
factor, the correlation between adjacent blocks is reduced. Thus,
the local bandwidth estimation based on the AR model may not
be accuratermugh, which causes more degradation at low bit-
rates as shown in the experimental results. However, for both 2
encoding bit-rates, the amount of distortion introduced by the [2]
proposed algorithm is hardly visible. A by-product of our algo-
rithm is to reduce the blocking artifacts in images coded at very
low bit-rates because the local bandwidth constrained inverse
motion compensation also works as a low-pass filter to the re- [3]
constructed block. To show this, we encode the gray-level im-
age “Lena” at 0.21 bits/pixel using JPEG. Then we shift the
image by 4 pixels in the vertical direction and reconstruct the
shifted image using inverse motion compensation. The recon- [4]
structed images by the original algorithm and our algorithm are
shown in Fig. 5(a) and Fig. 5(b), respectively. We can see the
image reconstructed by our algorithm is smoother than that by
the original algorithm. Additionally, we apply the blocking arti-
fact measuring method proposed in [7] to both reconstructed [5]
images. The measurement results are 6.1 for the image recon-
structed by the original algorithm and 3.5 for the image recon-
structed by our algorithm, respectively. The results also show
that the blocking artifacts in the image reconstructed by our [6]
algorithm are much less than that in the image reconstructed by
the original algorithm. In general, our algorithm can save more
computations as the encoding bit-rate is reduced since the DCT
block is sparser. In Tables I, we list the average computation [7]
time to recover one P or B frame to an | frame by both algo-
rithms at bit-rates of 4 Mb/s and 1 Mb/s, respectively. The com-
puting time is measured on a Windows NT workstation with
300MHz Pentium Il CPU, and 512MB memory. The savings in
computation time for reconstructing one P or B frame are 25-
30% at 4 Mb/s, and 45-55% at 1Mb/s.
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Tablel Timeto convert aP or B frameto an | frame at bit-rate of 4 Mb/s and 1 Mb/s (Unit: second)
Video sequence The origina agorithm The proposed algorithm
4 Mb/s 1 Mb/s 4 Mb/s 1 Mb/s
P frame B frame | Pframe B frame P frame B frame P frame B frame
“foreman” 0.3137 0.4738 0.2512 0.3987 0.238y 0.3644 0.13p4 0.2152
“coastguard” 0.2374 0.3417 0.1912 0.3099 0.1700 0.2464 0.0937 0.1490
“mobile” 0.3487 0.4136 0.2983 0.3686 0.2518 0.3118 0.1550 0.2061
“stefan” 0.2057 0.3667 0.1636 0.2941 0.1370 0.2484 0.0743 0.1408
PSNR of "coastguard" at 4Mb/s 34 PSNR of "coastguard" at 1Mb/s
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Fig. 4. PSNR results of each reconstructed frame in “coastguard”.

(a)

(b)

Fig. 5. (a) reconstructed image “Lena” by the original algorithm;
(b) reconstructed image “Lena” by the proposed algorithm.



