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ABSTRACT

A novel connectiorbetweerdigit-serialcomputingandskew-
tolerantdominocircuit designis developedandappliedto
the designof a 512-bitmodularmultiplier. In our design,a
digit sizeof four bitsis efficiently mappedntoa four-phase
overlappingclockingschemesothatfour bitsareprocessed
duringeachfull clock cycle. Our architecturas basedn a
modifiedinterleared multiplicationalgorithmandusespre-
computedcomplementf the modulusand a carry save
adderscheme. We also presenta techniquefor modeling
time borrowving behaior in skev-tolerantdominousing a
VHDL behaioral description.This allows verylarge skew-
tolerantdominocircuitsto be simulatedefficiently in sucha
way thatthe essentiatime borraving behaior is correctly
representedT his simulationmethodologyis usedto verify
the correctnessf our designandto determindts through-
put.

1. INTRODUCTION

Modular multiplicationis widely usedin botherrorcontrol
codingandsecurecommunicationsFor example ,the RSA
public key cryptosystem1] requiresmodular exponenti-
ation, and this can be computedusing a seriesof modu-
lar multiplications. While several previous modularmulti-

plication designshave beenpresentedn the literature[2],

[3], [4], [5], [6], our approachis uniquein that we con-
sider both algorithm-level and circuit-level optimizations.
We will presenthe designof a 512-bitunit that takesad-
vantageof the recentlyintroducedhigh-speectircuit tech-
nigue of skav-tolerantdominoCMOS [7]. Skew-tolerant
domino circuits makeuse of overlappingclock phasesn

suchaway thatall of the clocking overheadsisuallyasso-
ciatedwith dominoCMOS canbe eliminated,andthis can
resultin asignificantperformancémprovement.Moreover,

we will shaw thatthereis a naturalmappingof digit-serial
datapathsonto skew-tolerantdominocircuits that leadsto

efficientdesignimplementations.

We also presenta hybrid simulation stratgy that can
be usedto evaluatethe performanceof large skav-tolerant
dominocircuits. It is difficult to performacircuit-level sim-
ulationof a512-bitmodulamultiplier dueto thelargenum-
ber of devices. Instead,we usebehaioral VHDL models
with componentlelayvaluesobtainedrom HSPICEsimu-
lations. This approactyields an efficient simulationof the
large circuit while still allowing thetime-borraving beha-
ior to bemodeledandobsenred.

This paperis organizedasfollows: In Section2, we re-
view previous modularmultiplication algorithmsandthen
presenour modifiedorganization.In Section3, our archi-
tectureis mappedonto a digit-serialimplementationysing
skew-tolerantdominowith four overlappingclock phases.
The simulationmethodologyis explainedin Section4, and
thetiming resultsare given. Our conclusionsare summa-
rizedin Sectionb.

2. MODULAR MULTIPLICATION ALGORITHMS

The modularmultiplication problemis definedasthe com-
putationof P = A - B mod N. It is usuallyassumedhat
A, B and N are positive integerswith 0 < A,B < N.
The basicbit-serialmodularmultiplication algorithm per
forms subtractionof the moduluswheneer the interme-
diate valuefor the productgoesout of the allowed range
0 < P < N. ltisdifficult to usea carrysave adder(CSA)
schemebecause¢he signmustbe known at eachstepin or-
der to perform the magnitudecomparison. In Reference
[3], precomputedomplement®f the modulusareusedto
handlecarry overflows of weight 2 and higher so that a
CSAschemas still possible A quantity K, whichis called
the complemenbf the modulusN, is introducedsuchthat
K = 2" modN. In otherwords,ary carryof weight2™ can
be replacedby anadditionof K. Usingthe CSA scheme,
we have acarryof weight2™ attheleftmostpositionin each



step. This carryis thenreplacedby an additionof the pre-
computedvariableK, resultingin Algorithm 1:

Algorithm 1

Clln—1:01=851n—-1:01=0

Enc(z) = z - 2"modN where0 < z < 4

for i=n—1 downto 0
fl1=Enc(2-Cl(n—1)+ S1(n—1) + Cl(n — 2));
(C2,52)=2(2-Clln—3:0]+ S1[n—2:0]) + f1;
(C3,83) =2(C2+ S2) + A - b;;
f2=Enc(C2(n—1)+C3(n—1));
(C4,54) =2(C3[n—2: 0] + S3[n — 2: 0]) + f2;
C1=C4; S1 =54

end

Oneiterationstepin Algorithm 1 canbeimplemented
by threen-bit CSAs,four precomputedariables(K;, K,
K3, K4), two encodersand a setof multiplexers. Figure
1(a) shaws the correspondingrray structurefor oneitera-
tion, andFigure1(b) shavsthelogic functionscorrespond-
ing to nodesA, B, andC. At thefirst step,we needto calcu-
latetheoverflow carriesC1[n—1], S1[n—1],andC1[n—2].
This operationis accomplishedby encoderEncl and the
resultsare usedfor selectingthe appropriateprecomputed
variable.
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Fig. 1. Array structurefor Algorithm 1 using a CSA
scheme. (a) Oneiterationstage. (b) Logic functionsfor
nodesA, B, andC.

We proposea modifiedalgorithmthateliminatesone of
the CSAs,atthe costof anadditionalprecomputedariable
(K5). This modifiedapproachs givenasAlgorithm 2:

Algorithm 2

Clln—1:01=S1[n—1:0]=0;

Enc(z) =z -2"modN where0 <z <5

for i=n—1 downto 0
(C2,52)=2(2-Clln—3:0]+ S1[n—2:0])

+A'bi;
fl=Enc(2-Cl(n—1)+S1(n—1)
+C1(n —2)+ C2(n —1));

(C3,53)=2(2-C2[n—2:0]+ S2[n—1:0]) + f1;

end

A modularmultiplier basedon Algorithm 2 canbeim-
plementedisingtwo CSAs five precomputedariableq K1,
K, K3, K4, K3), oneencoderand a setof multiplexers,
asshavnin Figure2. Comparedo Algorithm 1, it requires
lessareajt hasasimplerstructureandit resultsin lessprop-
agationdelay
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Fig. 2. Array structurefor Algorithm 2 using a CSA
scheme. (a) Oneiterationstage. (b) Logic functionsfor
nodesA andB.

3. DIGIT-SERIAL IMPLEMENTATION USING
SKEW-TOLERANT DOMINO CIRCUITS

A digit-serialimplementatiorof a 512-bit modularmulti-
plier basedon Algorithm 2 is shawvn in Figure3. The de-
signis composeaf two majorcomponentsgalledBlock-1
andBlock-2. Eachof thefour instance®f Block-1 perform
oneiterationstepin Algorithm 2, sothat four consecutie
iterationstepsare computedn onefull clock cycle. Each
clock cycle is composedf four overlapping50% duty cy-
cle phasegcalledClk1 - Clk4), whereeachphaseis offset
by onequartercycle from the previousphase Theresulting
skaw-tolerantdominoCMOSdesigreliminategheneedfor
intermediatdatchesbetweenclock phasesandallows time
borrawing to occur[7]. Block-1is implementedusingthe
array structureof Figure 2. The multiplicand B is parti-
tionedinto 4-bit digits, in most-significandigit first order
Eachindividual bit within a digit is fed into aninstanceof



Block-1. On eachsubsequentlock cycle, theintermediate
quantitiestc4 andts4 areusedasinputsto the next itera-
tion stepuntil the final sumand carry are produced. The
propagatiordelayaroundthis loop setsthe lower limit on
the periodof onefull clock cycle. Usinga 0.5 micronHP
CMOStechnologywith a supplyvoltageof 3.3V, the mini-
mumclock periodis 9.92ns.

The inputsto Block-2 (i.e., the sumts5 andthe carry
tcb), areavailableafter 128 clock cycles. Thesetwo words
arethenaddedmodN) in Block-2 to obtainthe final mod-
ular product. The structureof Block-2 is shavn in Figure
3(b). Notethatthe overflow carriestc5[512] and¢s6[512]
arereplacedby anadditionof 0, K'1, or K2, accordingto
thealgorithm. Theintermediatejuantityts7[512:0]falls in
therangeof 0 < ¢s7[512:0]< 3N, sothe comparatosub-
block subtractseither0, N or 2N to ensurethat the final
outputis lessthanN. Block-2 is composeddf four 512-bit
carry-selecaddersandeachof thesecarry-selecadderss
composedf pairs of small ripple-carryaddersand asso-
ciatedmultiplexers. One of the ripple-carryadderswithin
eachpair assumes carry in of 0, while the otherone as-
sumesa carryin of 1. The actualcarry out from a ripple-
carry adderpair and MUX is usedasthe selectsignal for
the following adderpair and MUX. For a delay-balanced
design,the widths of theripple-carryaddersare uniformly
increasedy 1 bit asone goesfrom the LSB to the MSB
within eachcarry-selecadder The delayof anentire512-
bit carryselectadderis comparabléo thatof asingle32-bit
ripple-carryadderbecauseahe width of the largestripple-
carryaddeiis 31 bitsandthedelayof theassociateMUX is
comparableo thatof a 1-bit adder The evaluationof each
carry-selecaddercanbe completedwithin two full clock
cycles becausehe clock periodis approximatelyequalto
the propagatiordelayof a 22-bit ripple-carryadder Since
thelasttwo carry-selecaddersoperaten parallel,atotal of
six clock cyclesarerequiredto completethe computations
in Block-2. Thismeanghatthetotalnumberof clockcycles
requiredfor the entiremodularmultiplicationis 128 (from
Block-1) + 6 (from Block-2) = 134.

4. SSIMULATION METHODOLOGY AND
PERFORMANCE EVALUATION

We simulatedour modularmultiplier usinga combination
of techniques.Beharvioral VHDL codewas written using
specificdelayvaluedor eachindividuallogic gateandhigher
level macro.Thedelayvalueswereobtainedrom HSPICE
simulationsof eachseparatenacrousingestimatedoading
conditions.Thismethodologyrovidesawayto modeltime
borraving betweerphasest a higherlevel of abstraction,
so that large circuits can be simulatedefficiently. A typi-
cal exampleis the following VHDL processstatementor
thebehaior of adual-raildominoAND/NAND gate(aand
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Fig. 3. Pipelinedimplementationof Algorithm 2. (a)
Overall structureandclockingfor the proposedligit-serial
modularmultiplier. (b) Detailedstructureand clocking of
Block-2.



b aretrueinputs,ab andbb are complemeninputs). Note
that the actionsin both the prechage and evaluatephases
areindicated.

process(clk, a, ab, b, bb)
begi n

if(clk ="'1") then

--eval uate- -

if(ab ="1") then
if(bb ="1") then
fb <=1 after
elsif(b ="1") then
fb <=1 after
end if;
elsif(a="1) then
if(bb ="1") then
fb <=1 after
elsif(b ="1") then
f <=1 after
end if;
end if;
elsif(clk ='0") then
- - prechar ge- -
f <=0
fb <=0
end if;
end process;

0. 19 ns;

0. 24 ns;

0. 23 ns;

0. 26 ns;

after
after

0.71 ns;
0. 62 ns;

Figure4 shawvs the simulationresultsfor onefull clock
cycle, with the propagatiordelayfor eachblock indicated.
Note that the simulationsallow for a clock skev of 0.1 ns
betweerthe phases.Thefigure shows thattime borroving
is takingplacesincethe phasecomputationgxtendbeyond
the nominal phaseboundariesas indicatedby the dashed
verticallines. Thetotal time requiredfor a complete512-
bit modularmultiplicationis 134 - T.., wherethe T is 9.92
ns.
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Fig. 4. Simulationresultsfor one full clock cycle with
tskew = 0.1ns

5. CONCLUSION

We have proposeda novel designfor a 512-bit modular
multiplier usinga digit-serialarchitectureindskeav-tolerant
dominocircuit techniqgues A new algorithmhasbeenpro-
posedthat reduceghe hardwarerequirementgomparedo
previous implementations. A digit-serial structurewith a
digit-size of four bits is mappedin a naturalfashiononto
a skav-tolerantdominoclocking schemehaving four over-
lappingclockphasesin thisway, oneoperandit is utilized
in eachof the four phasesso thata 4-bit digit is processed
in eachfull clock cycle. We have alsointroduceda high-
level modelingtechniquebasedon behaioral VHDL that
allows very large skav-tolerantdominocircuitssuchasthis
to bemodeledn anefficient manner Usingthis simulation
methodologywe have verifiedthe correctnessf the algo-
rithm anddeterminedhethroughpubf theimplementation.
We are currently extendingthis researctby investigat-
ing the mappingof otherdigit-serial functional units onto
themultiple phaseclockingstructureof skaw-tolerantdomino.
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