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ABSTRACT

Thispapermroposes new joint sourceandchannetoder
basedon the BCH codeson the reals,in which the signal
protection(analogouso asignalinterpolation)s performed
before compressionThis allowsabettertradeof in highac-
curay compressionsincepartof the distortionintroduced
by the compressiorcan be correctedby the "channelde-
coder”. Furthermorewe proposeasan optimal codeallo-
cationprocedurewhich allowsto obtainagoodrobustness,
too,whentheerrorsintroducedby thechanneincreasethe
resulting rate/distortioncurves outperformthoseobtained
by a separatesystemon thewholerangeof operation.

Althoughpresentedh thecontet of imagetransmission
throughaBinary SymetricChanneltheresultingcodesmay
be employedon awide rangeof transmissiorschemesvith
significantperformancdenefits.

1. INTRODUCTION

It is known that classicalsourcecodersmay producelarge
amplitudeerrorsif theresultingbit streamis sentovernoisy
channels. Considerthe simple example of a scalarquan-
tizer, with the resultingbit streamsentover a Binary Sym-
metric channel(BSC): While quantizationproduceserrors
of smallamplitudein thereconstructedata,channekrrors
have the effect of producingimpulsenoiseof larger ampli-
tude,if somechannekrrorhitsaMSB.

A classicabpproacho solvethis problemis to usechan-
nel coding: oneinsertsredundanyg attheoutputof thesource
encoderto makeit easierfor the recever to detectand/or
correcttheerroneouslyeceveddata. Thus,protectingagainst
errorsresultsin anincreasen bandwith(seefigure 1).

An end-to-enccommunicatiorsystemis composeaf a
systemencoderwhich mapsthe sourcesymbolsinto chan-
nel inputs,anda systemdecoderwhich mapsthe channel
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outputsinto noisyreproduction®f the original sourcesym-
bols. The systemencodercanbe further brokendown into
a sourceencoderwhich mapsthe sourcesymbolsinto an
intermediatealphabettypically a setof binary strings,and
achannekncoderwhich mapsthebinarystringsinto coded
bits or waveformsfor transmissiorover the channel. Sim-
ilarly, the systemdecodercanbe brokendown into a chan-
nel decoderand a sourcedecodercorrespondindo the re-
spectve channebndsourceencodersAny systemencoder
decoderpair can be representedn this manney although
the breakdaevn is not unique. Shannors classicalsepara-
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Fig. 1. Principleof anend-to-endseparatedommunication
scheme

tion resultstateghatwe canoptimizetheend-to-endsystem
performancely separatelyoptimizing the sourceencoder
decodermair andthe channelencoderdecoderpair. How-
ever, thisresultholdsonly in thelimit of infinite sourcecode
dimensiorandinfinite channekodeblock length. Shannon
theorydoesnotprovide adesignalgorithmfor goodchannel
codeswith finite block length. In addition,Shannortheory
doesnot addresghe designof goodsourcecodeswhenthe
probability of channelerroris nonzero,which is unavoid-
able for finite-length channelcodes. Thus, for practical
systems,jn which the delay or compleity is constrained,
a joint sourceand channelcodedesignmay reducedistor
tion. The benefitsonecanexpectfrom ajoint procedureare



largerwhenthe constraintsncrease.

Our first contribution consistdn expressinga workable
channeimodelfor thejoint sourceandchannekituationwe
areinvestigating.

2. CHANNEL MODEL

Let us consideragainthe scalarquantizationof a gaussian
sources to be transmittedover a BSC with a resolutionof
b bits. Thisquantizatiormaybenonuniform. Thequantiza-

tion processhoosesmonghedictionnary(do, di, ds, ..., d3s_1)

the nearesineighborcentroid,andits index representshe
sources to beencoded.

This procesgyenerallyintroduceselatively smallerror
amplitudes. However, the presenceof a memorylesBSC
of parameterp introducesadditionaldistortion, which has
to be consideredn a joint systemdesign. The total error
addedto the sourceby the quantizationandthe channelis
clearlymodeledby
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wheren; is the quantizatiomoise(assumedvhite) ande;

is theimpulse“error” dueto the BSCchannel.Theimpulse
error probabilitythate; # 0isp = 1 — (1 — ¢)® whereb

is thenumberof quantizedits persampleande is theBSC
bit error probability. Typically whene; # 0, ¢; takeslarger
valuesthann;.

It appearshatbackgroundoiseaddedo impulsenoise
exactly describehow eachsamplés affected,by the quan-
tizationprocessandthe channekerrors[3]. It turnsoutthat,
in mary situationsthis channecanbemodeledwith agood
accuray by asumof GaussiamndBernouilli-Gaussiamoise,
the parameterof which dependon the precisesituation.
(For example,a very goodfit canbe obtainedwhentrans-
mitting MDP8 modulationon an AWGN channelwhichis
notohviousatfirst glance. . . )

3. STRUCTURED OVERSAMPLED FILTER BANKS

3.1. Oversampling procedure

The knowledgeof the channelerrorscanbe usedto intro-
ducea structuredredundang in order to detectand cor
rectimpulses. This method[4] is similar in spirit to the
approactproposedy SayoodandBorkenhageril] which
combinesothchannelndsourcestatistican the designof
thesourcecoder However, it differsin thattheprotectionis
donein suchaway asto beindependanof the statisticsof
thesource theinitial transformatiorof classicakourceen-
coder(iteratedfilterbank)is keptuntouchedfor turningthe
initial imageinto a setof (almost)decorrelatedourceswith
stablepdf, anda carefully designededundang is addedo
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Fig. 2. Principleof the structuredoversampledilter banks
scheme

theinformationwordsprior to quantizationin orderto pro-
vide protection.Thisredundang is addedusingtheformal-
ism of areal-valuedBCH code.andexploits the knowledge
of thechannekharacteristicandquantizatiorto restorethe
receveddata.

Hence afirst interpretationis thatwe have deliberately
introducedredundang in the source(andin a structured
manner)n orderto do joint decoding.Thisis thelink with
[1].

However, when looking at the systemfrom the initial
imageto the outpoutof the BCH enbcoderit canbeviewed
exactly asa struturedoversampledilter banksproperlyde-
signedfor thechanneimodel(seefigure 2).

3.2. Link to other methods

The oversamplingprocedurecanalso be seenasa special
caseof the expansion-quantization-reconstructisnenario
depictedin [2]. In our casethe encodingequationcanbe
written as

c =W ' P Wi x i

1 ~ k
nx nxn nXk kxk x1

whereW, is thelength{ DFT matrix, P is then — k zero-
paddingmatrix.

The codevord components;, j =0,1,...,n —1are
thenquantizedasin [2].

It canalsobedescribechsaBCH coding,in theinfinite
field of therealnumberd7, 6, 4]. Figure3 summarizeshe
link betweertheseprocedureslt appearshatthestructured
oversamplingprocedurecanbeviewedasa BCH encoding
proceduresettingto zero2 ¢ consecutiesfrequenciesThe
problemis how to usethe redundang presentn the quan-
tized codevordsto be ableto correctthe errorsintroduced



Fig. 3. Oversamplingrom the informationword to the ex-
pandedBCH encodedsignal

by the channel.This is solvedin the next sectionusingthe
languageof BCH codes.

3.3. Description of the decoding algorithm

The decodingproblemcanberephrasedsfollows. Given
anoisycodavord ¢’ inputto thedecoderestimatehetrans-
mitted codevord ¢’ in orderto finally reconstructheinitial
sourcewords’.

We usethe redundang introducedby oversamplingto
simultaneouslyocalize and correctimpulsenoisesamples
and reducequantizationnoise. The decodingalgorithmis
basednthefactthatn — k& consecutiesDFT components
of the codevord ¢ vanish. After quantizatiorandtransmis-
sion, the correspondingcomponentsof ¢/ will no longer
take zero valueseven when no channelerrors have been
introduced. Thesecomponentsare first computedin the
spectraldomain by the decoder They constitutethe so-
calledsyndrome[5] whichis usedasa“signature”of theim-
pulsenoiseto beremovedin thepresencef thebackground
noise. In this syndrome simple mathematicshav thatthe
impulseerrorsshav up ascomplec sinusoidqthe frequen-
cies of which characterizehe error location), polluted by
backgroundoise(the Fouriertransformof the quantization
noise)

Thedecodingalgorithmis thencomposeaf threesteps:
(1) evaluatethe numberof impulsesconsidereds“errors;
(2) find the errorlocationsand(3) find andcorrectthe error
valuesto recover ¢’. Blahut[5] describesseveral efficient
algorithmsfor doing this, but unfortunatelythesearevery
sensitveto quantizatiomoise. Thereforewe have followed
theapproactoutlinedin [7], which is amodifiedversionof
theclassicalPeterson-Gorenstein-Zierlalgorithmadapted
to therealnumbercase:

(1) The numberof “error impulses”is first determinedas
the rank of a suitable“syndromematrix; taking the statis-
tical contribution of the quantizatiomoiseinto account.

(2) Then,we solve a Yule-Walker systemto computethe
errorlocator polynomial, whoseroots give the location of
theimpulses.

(3) Finally, from theestimatedocationswve solveanoverde-
terminedVan der Monde systemin the leastsquaresense

to estimatetheimpulseamplitudes.

At eachstepof thealgorithm,we areableto detectpos-
sible problemswith the decoderby a procedurevhich will
bedescribedn aforthcomingpaper If thishappensye be-
gin a truncatedenumeratiorof the possibleerrorlocations
amongthe mostlikely ones,until correction.If thiscorrec-
tion doesnot happenandwould we insiston correctinger-
rorstherewould beasignificantincreasen distortion,since
thedecodemwouldintroduceadditionalerrors.Thereforejn
this case the algorithmstopsandthe noisy input data¢’ is
directly outputas¢’.

As afinal step,the correctedvord is “projectedbackto
the code”: the n — k spectralcomponentsre removed in
orderto recover the sourceword s’ by invertingthe encod-
ing process.Notice thatwhenno “impulse” is detectedat
thereceptionthis laststepwill alwaysreducethequantiza-
tion distortion. This cannotoccurin aclassical'separated”
scheme[4

Notethat,in imagecompressionywe useaproductcode
: alongthe rows andthe columns,the decodingbeingiter-
atedbetweerbothdimensions.

4. SSIMULATION RESULTS

Simulationswere doneusinga 1000 x 1000 satelliteim-
age, andthe (9 — 7) Daubechiesi-othogonalfilter, and
comparedo theactualseparatencodedenotedas”binary
BCH in thecurwes).

Figure4 givestheend-to-end®SNRin thereconstructed
imagerelative to theinitial satelliteimage,asa functionof
the BSC bit error probability ¢ for both oversampledand
separatedchemes.

Thenumericalvalueswere R, = 2 bits/pixels, the1l-D
codewas(n = 51,k = 31,¢ = 10),thecodeusedfor the
productcodewasthe (n’ = 19, k" = 15,¢' = 2) andthe
binaryBCH codewas(N = 63, K = 39,¢t = 4), givinga
global rate around3.25 transmittedbits per pixel in each
case(satellite imaging requiresvery high quality : these
areactualnumbers. .. ). Thebestoversampledschemes
clearly morerobustto channeloisethanthe TSC scheme
for thewhole rangeof ¢ values. For example,we obtaina
1.4dBimprovemenin PSNRovertheclassical SCscheme
for very smallBSC cross@er probability.

5. SHOHAM-GERSHO OPTIMISATION

For agivencrosseer probabilityanda globalrate,the pre-
sentednethodof real BCH codingprior to quantizatiorcan
be optimizedby carefully choosinga setof quantizersand
asetof oversamplegbroductcodedor eachsubbandmage.
This canbe doneby usingthe bit allocationalgorithm
decsribedn [9] to allocatein anoptimalmanneithe GLOBAL
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bit-rateto eachsubbandi.e. choosingaltogethethe quan-
tizationandprotection).

Figure 5 shaws the performanceobtainedby suchop-
timisation,comparedo the traditionnal TSC scheme.The
oversamplingschemeoutperformsthe TSC scheme:since
“channelcoding” occursbefore quantization high ampli-
tudeerrorsissuedrom quantizationarealsoconsidereds
impulsenoiseand canbe removed. For a rate of 3.2 bits
per pixel, a 3.7 dB improvementover the TSC schemeis
obsered.

Fig. 5. PSNRcomparaisorof the real BCH coding ap-
proachwith the TSCscheme

Furthermorethe approachgivesusthe hierachicalpro-
tectionandtheresolutionto achieve, for eachsubbandThis
alsoresultsin a betterperformancefor ary channelerror
probability.

6. CONCLUSION

The presentednethodof oversamplingprior to quantiza-
tion andits decodingalgorithmis ableto reducedistortion
introducednot only by the transmissiorchannelerrorsbut

alsoby thequantizersincethejoint approactallow a global

modelisatiorof theerrors.

Thedecodingalgorithmis thereforesuitableto increase
the end-to-end®SNRsinceit dealssimultaneouslywith the
guantizatiomoiseandimpulsechanneinoise.

Comparedo classicall SCschemeour structuredver-
samplingapproachis more robust to channelnoise for a
largerangeof cross@er propability, thusallowing efficient
joint sourceandchanneldecoding.
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