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ABSTRACT

Thispaperproposesanew joint sourceandchannelcoder
basedon the BCH codeson the reals,in which the signal
protection(analogousto asignalinterpolation)is performed
before compression.Thisallowsabettertradeoff in highac-
curacy compression,sincepartof thedistortionintroduced
by the compressioncan be correctedby the ”channelde-
coder”. Furthermore,we proposeasan optimal codeallo-
cationprocedure,whichallowsto obtainagoodrobustness,
too,whentheerrorsintroducedby thechannelincrease.the
resultingrate/distortioncurves outperformthoseobtained
by a separatesystemon thewholerangeof operation.

Althoughpresentedin thecontext of imagetransmission
throughaBinarySymetricChannel,theresultingcodesmay
beemployedon awide rangeof transmissionschemeswith
significantperformancebenefits.

1. INTRODUCTION

It is known that classicalsourcecodersmay producelarge
amplitudeerrorsif theresultingbit streamis sentovernoisy
channels.Considerthe simple exampleof a scalarquan-
tizer, with the resultingbit streamsentover a Binary Sym-
metric channel(BSC): While quantizationproduceserrors
of smallamplitudein thereconstructeddata,channelerrors
have theeffect of producingimpulsenoiseof largerampli-
tude,if somechannelerrorhits a MSB.

A classicalapproachtosolvethisproblemis to usechan-
nel coding: oneinsertsredundancy attheoutputof thesource
encoderto makeit easierfor the receiver to detectand/or
correcttheerroneouslyreceiveddata.Thus,protectingagainst
errorsresultsin anincreasein bandwith(seefigure1).

An end-to-endcommunicationsystemis composedof a
systemencoder, which mapsthesourcesymbolsinto chan-
nel inputs,anda systemdecoder, which mapsthe channel�

This work hasbeensupportedby the Frenchspaceagency(CNES)
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outputsinto noisyreproductionsof theoriginalsourcesym-
bols. Thesystemencodercanbefurtherbrokendown into
a sourceencoder, which mapsthe sourcesymbolsinto an
intermediatealphabet,typically a setof binarystrings,and
achannelencoder, whichmapsthebinarystringsinto coded
bits or waveformsfor transmissionover thechannel.Sim-
ilarly, thesystemdecodercanbebrokendown into a chan-
nel decoderanda sourcedecodercorrespondingto the re-
spectivechannelandsourceencoders.Any systemencoder-
decoderpair can be representedin this manner, although
the breakdown is not unique. Shannon’s classicalsepara-
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Fig. 1. Principleof anend-to-endseparatedcommunication
scheme

tion resultstatesthatwecanoptimizetheend-to-endsystem
performanceby separatelyoptimizing the sourceencoder-
decoderpair andthe channelencoder-decoderpair. How-
ever, thisresultholdsonly in thelimit of infinite sourcecode
dimensionandinfinite channelcodeblock length.Shannon
theorydoesnotprovideadesignalgorithmfor goodchannel
codeswith finite block length. In addition,Shannontheory
doesnot addressthedesignof goodsourcecodeswhenthe
probability of channelerror is nonzero,which is unavoid-
able for finite-length channelcodes. Thus, for practical
systems,in which the delayor complexity is constrained,
a joint sourceandchannelcodedesignmay reducedistor-
tion. Thebenefitsonecanexpectfrom a joint procedureare



largerwhentheconstraintsincrease.
Our first contribution consistsin expressinga workable

channelmodelfor thejoint sourceandchannelsituationwe
areinvestigating.

2. CHANNEL MODEL

Let us consideragainthescalarquantizationof a gaussian
sourceF to betransmittedover a BSCwith a resolutionofG

bits. Thisquantizationmaybenonuniform. Thequantiza-
tionprocesschoosesamongthedictionnaryH�IKJMLNIPOQL%ISRQLUT T T�L%I R%VXWYO[Z
the nearestneighborcentroid,and its index representsthe
sourceF to beencoded.

This processgenerallyintroducesrelatively smallerror
amplitudes.However, the presenceof a memorylessBSC
of parameter\ introducesadditionaldistortion,which has
to be consideredin a joint systemdesign. The total error
addedto thesourceby the quantizationandthechannelis
clearlymodeledby

]F_^`ba I `dcfeS`dcfgh` i
where eS` is thequantizationnoise(assumedwhite) and gh`
is theimpulse“error” dueto theBSCchannel.Theimpulse
error probability that gh`kjaml is \ aonqp H nqpsr Zut where

G
is thenumberof quantizedbitspersampleand r is theBSC
bit errorprobability. Typically when g ` jasl , g ` takeslarger
valuesthan e ` .

It appearsthatbackgroundnoiseaddedto impulsenoise
exactly describeshow eachsampleis affected,by thequan-
tizationprocessandthechannelerrors[3]. It turnsout that,
in many situations,thischannelcanbemodeledwith agood
accuracy byasumof GaussianandBernouilli-Gaussiannoise,
the parametersof which dependon the precisesituation.
(For example,a very goodfit canbe obtainedwhentrans-
mitting MDP8 modulationon anAWGN channel,which is
notobviousatfirst glance TUTUT )

3. STRUCTURED OVERSAMPLED FILTER BANKS

3.1. Oversampling procedure

The knowledgeof the channelerrorscanbe usedto intro-
ducea structuredredundancy in order to detectand cor-
rect impulses. This method[4] is similar in spirit to the
approachproposedby SayoodandBorkenhagen[1] which
combinesbothchannelandsourcestatisticsin thedesignof
thesourcecoder. However, it differsin thattheprotectionis
donein sucha way asto beindependantof thestatisticsof
thesource: theinitial transformationof classicalsourceen-
coder(iteratedfilterbank)is keptuntouched,for turningthe
initial imageinto asetof (almost)decorrelatedsourceswith
stablepdf, anda carefullydesignedredundancy is addedto
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Fig. 2. Principleof thestructuredoversampledfilter banks
scheme

theinformationwordsprior to quantizationin orderto pro-
videprotection.Thisredundancy is addedusingtheformal-
ismof areal-valuedBCH code.andexploits theknowledge
of thechannelcharacteristicsandquantizationto restorethe
receiveddata.

Hence,a first interpretationis thatwe have deliberately
introducedredundancy in the source(and in a structured
manner)in orderto do joint decoding.This is thelink with
[1].

However, when looking at the systemfrom the initial
imageto theoutpoutof theBCH enbcoder, it canbeviewed
exactly asa struturedoversampledfilter banksproperlyde-
signedfor thechannelmodel(seefigure2).

3.2. Link to other methods

The oversamplingprocedurecanalsobe seenasa special
caseof the expansion-quantization-reconstructionscenario
depictedin [2]. In our casethe encodingequationcanbe
writtenas

ÅÆUÇQÈUÉÊÌË O
aÎÍ Ê WÏOÆ ÇUÈ ÉÊÐËÑÊ

ÒÆQÇUÈQÉÊÐËSÓ
Í ÓÆUÇUÈQÉÓÑËÑÓ

Ô ÕÆUÇUÈQÉÓÑË O
where Í×Ö is the length-Ø DFT matrix,

Ò
is the e pfÙ zero-

paddingmatrix.
Thecodeword componentsÅ ` , i aÚl , n , TUTUT , e pÛn are

thenquantizedasin [2].
It canalsobedescribedasaBCH coding,in theinfinite

field of therealnumbers[7, 6, 4]. Figure3 summarizesthe
link betweentheseprocedures.It appearsthatthestructured
oversamplingprocedure,canbeviewedasa BCH encoding
proceduresettingto zero ÜÞÝ consecutivesfrequencies.The
problemis how to usetheredundancy presentin thequan-
tizedcodewordsto be ableto correcttheerrorsintroduced
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Fig. 3. Oversamplingfrom theinformationword to theex-
pandedBCH encodedsignal

by thechannel.This is solved in thenext sectionusingthe
languageof BCH codes.

3.3. Description of the decoding algorithm

Thedecodingproblemcanberephrasedasfollows. Given
anoisycodeword

]Å ^ inputto thedecoder, estimatethetrans-
mittedcodeword Å ^ in orderto finally reconstructtheinitial
sourceword F ^ .

We usethe redundancy introducedby oversamplingto
simultaneouslylocalizeandcorrectimpulsenoisesamples
and reducequantizationnoise. The decodingalgorithmis
basedon thefact that e p Ù consecutivesDFT components
of thecodeword Å vanish.After quantizationandtransmis-
sion, the correspondingcomponentsof

]Å ^ will no longer
take zero valueseven when no channelerrorshave been
introduced. Thesecomponentsare first computedin the
spectraldomain by the decoder. They constitutethe so-
calledsyndrome [5] whichis usedasa“signature”of theim-
pulsenoiseto beremovedin thepresenceof thebackground
noise. In this syndrome,simplemathematicsshow that the
impulseerrorsshow up ascomplex sinusoids(the frequen-
ciesof which characterizethe error location),pollutedby
backgroundnoise(theFouriertransformof thequantization
noise)

Thedecodingalgorithmis thencomposedof threesteps:
(1) evaluatethenumberof impulsesconsideredas“errors,”
(2) find theerrorlocationsand(3) find andcorrecttheerror
valuesto recover Å ^ . Blahut [5] describesseveral efficient
algorithmsfor doing this, but unfortunatelythesearevery
sensitivetoquantizationnoise.Therefore,wehavefollowed
theapproachoutlinedin [7], which is amodifiedversionof
theclassicalPeterson-Gorenstein-Zierleralgorithmadapted
to therealnumbercase:
(1) The numberof “error impulses”is first determinedas
therankof a suitable“syndromematrix,” taking thestatis-
tical contributionof thequantizationnoiseinto account.
(2) Then, we solve a Yule-Walker systemto computethe
error-locatorpolynomial,whoserootsgive the locationof
theimpulses.
(3)Finally, from theestimatedlocationswesolveanoverde-
terminedVan derMondesystemin the leastsquaressense

to estimatetheimpulseamplitudes.
At eachstepof thealgorithm,we areableto detectpos-

sibleproblemswith thedecoder, by a procedurewhich will
bedescribedin a forthcomingpaper. If thishappens,webe-
gin a truncatedenumerationof thepossibleerror locations
amongthemostlikely ones,until correction.If thiscorrec-
tion doesnot happen,andwouldwe insiston correctinger-
rorstherewouldbeasignificantincreasein distortion,since
thedecoderwouldintroduceadditionalerrors.Therefore,in
this case,thealgorithmstopsandthenoisy input data

]Å ^ is
directlyoutputas Å ^ .

As a final step,thecorrectedword is “projectedbackto
the code”: the e psÙ spectralcomponentsareremoved in
orderto recover thesourceword F ^ by invertingtheencod-
ing process.Notice that whenno “impulse” is detectedat
thereception,this laststepwill alwaysreducethequantiza-
tion distortion.This cannotoccurin a classical“separated”
scheme[4].

Notethat,in imagecompression,weuseaproductcode
: alongtherows andthecolumns,thedecodingbeingiter-
atedbetweenbothdimensions.

4. SIMULATION RESULTS

Simulationswere doneusing a nQl�l l Ô nUl l l satelliteim-
age, and the H 
 p�� Z Daubechiesbi-othogonalfilter, and
comparedto theactualseparateencoder(denotedas”binary
BCH in thecurves).

Figure4 givestheend-to-endPSNRin thereconstructed
imagerelative to theinitial satelliteimage,asa functionof
the BSC bit error probability r for both oversampledand
separatedschemes.

Thenumericalvalueswere ��� a Ü bits/pixels, the1-D
codewas H e a�� n L Ù a�� n LDÝ a nQl Z ,thecodeusedfor the
productcodewasthe H e ^ a n 
 L Ù ^ a n�� LDÝ ^ a Ü Z andthe
binaryBCH codewas H�� a���� L�� a�� 
 LuÝ a! Z , giving a
global rate around � T�Ü � transmittedbits per pixel in each
case(satellite imaging requiresvery high quality : these
areactualnumbersTUTQT ). Thebestoversampledschemeis
clearlymorerobust to channelnoisethanthe TSCscheme
for thewhole rangeof r values.For example,we obtainan T  dBimprovementin PSNRovertheclassicalTSCscheme
for very smallBSCcrossover probability.

5. SHOHAM-GERSHO OPTIMISATION

For a givencrossover probabilityanda globalrate,thepre-
sentedmethodof realBCH codingprior to quantizationcan
beoptimizedby carefullychoosinga setof quantizers,and
asetof oversampledproductcodesfor eachsubbandimage.

This canbe doneby usingthe bit allocationalgorithm
decsribedin [9] toallocatein anoptimalmannertheGLOBAL



10
−5

10
−4

10
−3

10
−2

10
−1

5

10

15

20

25

30

35

40

ε

E
nd

 to
 E

nd
 P

S
N

R

(TSC#1)Entropy coder with binary BCH(63,39) 
(TSC#2)Entropy coder with binary BCH(127,78)
Real BCH code (51,31)                       
Real BCH product code(19,15) it#1           
Real BCH product code(19,15) it#3           

Fig. 4. End-to-endPSNRcomparisonof oversamplingand
BinaryBCH (TSC)codingschemes.

bit-rateto eachsubband(i.e. choosingaltogetherthequan-
tizationandprotection).

Figure5 shows the performanceobtainedby suchop-
timisation,comparedto the traditionnalTSC scheme.The
oversamplingschemeoutperformsthe TSC scheme:since
“channelcoding” occursbeforequantization,high ampli-
tudeerrorsissuedfrom quantization,arealsoconsideredas
impulsenoiseandcanbe removed. For a rateof � T�Ü bits
per pixel, a � T � dB improvementover the TSC schemeis
observed.
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Fig. 5. PSNRcomparaisonof the real BCH coding ap-
proachwith theTSCscheme

Furthermore,theapproachgivesusthehierachicalpro-
tectionandtheresolutionto achieve, for eachsubband.This
also resultsin a betterperformancefor any channelerror
probability.

6. CONCLUSION

The presentedmethodof oversamplingprior to quantiza-
tion andits decodingalgorithmis ableto reducedistortion
introducednot only by the transmissionchannelerrorsbut
alsoby thequantizersincethejoint approachallow aglobal
modelisationof theerrors.

Thedecodingalgorithmis thereforesuitableto increase
theend-to-endPSNRsinceit dealssimultaneouslywith the
quantizationnoiseandimpulsechannelnoise.

Comparedto classicalTSCscheme,ourstructuredover-
samplingapproachis more robust to channelnoisefor a
largerangeof crossover propability, thusallowing efficient
joint sourceandchanneldecoding.
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