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ABSTRACT

A generalmethodis examined,which unifiesthe eigevoice
approacH1, 2, 4] andMAP adaptation.The a priori distribution
for MAP is chosento be anisotropicwith the eigevoicesaspre-
ferreddirectionswhile still allowing adaptatiorinto all otherdi-
rections.This allows the exploitation of a priori knonledgeabout
typical spealker variability within the MAP framework. This ap-
proachhastwo adwantageslongtermadaptatioeadsto thesame
goodresultsasthe MAP method,whereador ultra-shortadapta-
tion in the rangeof 1-2 secondsan overfitting asfor maximum
likelihoodtechniquess avoided.

The methodis appliedto large vocalulary continuousspeech
recognition.Resultsaareto be comparedvith ourrecentransferof
the maximumlik elihoodeigewoice methodto LVCSR[4].

Evenafteronly onerecognizedvordsignificanmprovements
of the WER of upto 6% relative areobseredfor genderindepen-
dentrecognition.14%improvementareobtainedafter5 seconds.

1. INTRODUCTION

The exploitation of a priori knonledge of typical spealkr varia-
tions canconsiderablymprove the fastadaptatiorof spealkr in-
dependenmodels[1, 2].

In this paper the eigervoice methodis revisitedin the frame-
work of ageneralizednaximuma posterioriadaptatioriechnique,
whichincludesasspeciakaseshewell knovn MAP-procedureas
well asthe maximum-lilelihood algorithmusedso far for eigen-
voices.

The transferof eigewvoice adaptationto continuousspeech
with a large vocahlulary hasbeendescribedn a previous article
[4].

The generalaim is to characterizespeakr adaptedmodels
with a million and more parameterdy someten or hundredco-
efficients, which is only a fraction of the numberof degreesof
freedomof otherfast adaptatiormethodslike MLLR. The goal
is arobustandgenerallyapplicablespealkr adaptatiorwithin the
first second®or eventhefirst spolen phoneme®f continuousun-
supervisedgpeech.

Themainideabehindtheeigewvoicemethodis therepresenta-
tion of speakrsandtheir combinedaccoustianodelsaselements
of alinear, affine space.A simpleandsuccessfupproactis the
concatenatiorof all parameterslescribingthe spealker to a high
dimensionalvector This is doneherefor all density meansof
all mixture distributionsof a continuousHMM recognizerhence
leadingto hugevectorsof e.g.onemillion dimensions.

All speakr modelsof sometraining materialbeing pointsin
this spaceijt is now feasibleto look for the principle axesof their
distribution. Thesedirectionswill describethe correlatedvaria-
tions of all modelparametersor differenttypes(e.g. the gender)
of speakrs. After somedensityobserationsfor a yet unknavn
speakr all parametersanbe adaptedalongthesea priori knovn
vectors.

However, trying to usea handfulof recognizegphonemesvith
theirrespectre HMM densitiego adaptmillions of modelparam-
eterswith a maximumlik elihoodcriterionsometimeseadto con-
siderableoverfitting. On the otherhand,by adaptingonly within
theeigewoicesubspacegheWER nearlylowersto its optimumaf-
ter 10—20s— furtherimprovementshave to be obtainedby com-
bining otherlong-termadaptatiortechniquessuchas MAP with
theeigemoices.

This is the reasonto develop a MAP method,which incor
poratesa priori knonvledgeasrepresentedby eigervoices: it will
allow avery fastandcorrelatednovementof densitymeansalong
somespecial(eigevoice)directionswhile still allowing arbitrary
transformationgnto all otherdirections.

For this purposehe MAP adaptatiorformulahasto begener
alizedfor anisotropicgaussiara priori probability distributionsin
the high dimensionabkpaceof all densitymeanparameters.

2. ANISOTROPIC MAP ADAPTATION

Only the adaptatiorof the densitymeanss examinedhere. The
variancesareassumedo be globally fixed, diagonaland— only
for simplicity — equal.

Notation:
ng isthenumberof usedeigevectors(eigemwoices.

nu IS the numberof parametergfeaturecomponentspf one
densitymean.

i(7) is theindex of therecognizediensityattime .

p_: obseration at time 7. This andthe following vectorsare
interpretedasvectorsin the high-dimensionaspaceof all
adaptecparameters.

.. meanof all obserationsof thedensitys.

. meanof the densityin the final vector i.e. the adaptation
result.

. meanof the densityin the a priori vector i.e. the speakr
independentector

E_: ‘eigenvoice’e.



o is thedensityvariance(hereglobally constant).
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a= —15 adaptatiorparametefor all transformationsvhich are

orthogonabnthe eigenvoices’. oy istheassumedariance
of spealersin this directionandshouldthereforebesmaller
thanall obsered eigervoicevariances.
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adaptatiorparameteifor transformationgparallelto
theeigevoice E, .

The MAP formulaeto estimatemeansareknown. Herethey
arederived in sucha way, thatit doesnot becomenecessaryo
malke useof a completebaseof the giant spaceof all parameters
whereary coordinatetransformationis impracticable. The rela-
tionsarederivedexactly for the caseof gaussiardensities.

Applying MAP meanghesearcHor anelementu” of the pa-
rameterspaceP which maximizesthe a posterioriprobability of
the obserations X. The a priori distribution is definedby the
eigevoicesE, andvariancesre.:

p(u)
A = al+) El(e-a)E, @
Therefore:
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A necessargonditionfor thesearchedninimumis, thatthederva-
tion with respecto avariationalparametet vanishs:

pr—=p 4 eAp”, (5)

ate = 0 for all densitieg andarbitraryAp™.
Introducingcountsandmeanvaluesof singledensities

Nj= Y1 > u, (6)

Obsi(r)=3 Obsi(r)=j

into theseconditionsleadsto vectorequations:
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At first anarbitraryvectorwhich is orthogonalon all eigewoices
is choserfor Ap':

=u (; ZE"E ) €)

=P

The operatorP projectsonto the spaceorthonormatto all eigen-
voice vectors. Henceit eliminatesall contriutionsin (7) which
containthe projector ) _ E"E,. The residuecanbe separated
into componentsisusual.

Soit follows for eachdensity asin the caseof standardVAP
with exceptionof the additionalprojectorP:

Thesolutionof (10) is uniqueup to the constituentgparallelto the
E_. Onechoiceis the MAP-solution:
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Theprojectionontotheeigervoicespaceds separateérom this ex-
pressionconsequentlyhe completesolution of the original sys-
temof equationg7) canbewritten as:

"+ (@ -p°) P+ =.E, (13)

(NP, + o) )

po=p

To determingheremainingr g unknavnsz., thevariationalequa-
tions(7) arenow projectecbntoaneigervoice E .. Onceagainthe
projectionexpressionsresimplified,but now the systemdoesnot
separaténto independentomponentsor singledensities:

D[N (] —B,) +er (] — )] Ef=0 Vi (14)

i

Heretheansat£13)is included resultingin asystemof equations
for ng unknavns. Let NV bethediagonalmatrix which containsn
its componentshe numberof obsenationsNV; of the correspond-
ing densities:
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Combiningthe unknavns to a (only ng-dimensional)vector z
leadsto an expressiorfor the solution:

z=aB"' (16)
The equationq11),(13)and(16) allow the explicit determination
of thereferencesvhich maximizethe obseration probabilitytak-
ing into accountheknown (gaussianypealer variability.



3. EXPERIMENTS

Theexperimentareconductedisingacombinatiorof Wall Street
Journaldataanda collectionof trainingandtestspealkrsdictating
generaltexts from an internal database. This material contains
moredataperspealker thanWSJandis well suitedfor thetraining
of adaptednodelsfor eachspealer.

SignalanalysisvasdoneapplyingLDA (LinearDiscriminant
Analysis)in orderto obtain33featureperframe. Theframeshift
of 10msresultsin 100framespersecondavailablefor adaptation.
All testsaredonewith context dependenphonemesgeneralized
with CART. UsingHMM-mixture modelswith laplaciandensities
this resultsin 106 densitymeanparameterswvailable for the de-
scriptionandadaptatiorof spealkrs.

3.1. Thedetermination of eigenvoices

Fortraining,50 speakrspergendereachwith onehourof speech,
are combinedwith 200 speakrs from WSJ1(x~ 15 minutesper
speakr). The meansof 26.838laplaciandistributions,describing
1.975mixture models,areobtainedaftera genderandspealer in-
dependenf'SI’-) training.

In thesecondstep optimizedreferencesor eachtrainingspea-
ker aredeterminedthree(WSJspeakrs)resp. seven (additional
speakrs)iterationsof supervisedgombinedvIAP andMLLR adap-
tation are done,startingwith the SI-modelsobtainedbefore. For
the final 300 (‘SD’)-results,eachlaplaciandensitycanberelated
toits counterpart$or theotherspeakrswhich have theiroriginin
thesameSI-density

Theprincipalaxesof the distribution of these300vectorsare
determinedvith standardnethods.

Theobtainecdeigevectorsarerelatedto themeanof theadap-
ted modelsastheir origin, not to the SI-models. Note that even
if all spealersspole the sametexts thesemeanswill differ from
the SI meanswhich are found as maximumlikelihood solutions
for the combinatiorof all spealers. Consequent|yadaptatiorwill
resultin a densityshift away from this origin. It will be shavn
belav thatthesemeanmodelsarealreadysuperiorto the Sl ones.
Becausén this paperthebehaiour of theeigervoicemethodtself
is examined, WER improvementsareto be given relative to this
lower rate.

3.2. Testswith unknown speakers

Forthetests sample®f eightspeakrsnotincludedin thetraining
setareused five femalesandthreemales.The adaptatioris done
with thefirst partsof varying length,500ms—10sof the first sen-
tencesof the testmaterial. A lexicon with 34.000entriesis used
for recognition.

Thedependencof the WER ontheamountof adaptatiorma-
terialis examinedby extractingthemodelsadaptedsofar afterthe
first secondof input speechand eachfollowing seconduntil the
tenth.Becausenly completelyrecognizedvordsareusedfor the
adaptationthe exact amountof dataavailablefor the first itera-
tionsdiffersfrom speakr to spealer.

Error ratesare determinedon the following 1.294words per
spealkr. This resultsin a statisticalincertaintyof the given error
ratesof atmost0.35%if theerrorswereindependent.

4. RESULTSAND DISCUSSION

The WER without adaptatiorare shavn in tah1 both for gender
dependenandindependentnodels.Theinitial eigevoicemodels
— themeanf all modelsadaptedo thetrainingspeakrs— are
alreadysuperiourto the maximumlik elihootrainedones.Conse-
quentlythe former oneshave beenchoserto startthe eigewoice
adaptatiorwith.

Initial WER (%)
Max.-lik. train. | Originofev. | rel. (%)
gendeiindep. 20.23 18.90 -6.58
genderdep. 17.19 16.49 -4.04

Table 1. WER without adaptatiorfor standardnaximumlik eli-
hoodtrainingcomparedo theinitial modelsfor eigervoice adap-
tation. All otherresultsarecomparedo the betterseconcnes.

To studyits short-timebehaiour theadaptatiorwasperformed
in aquasicontinuougnanner:every 100frames(1s)the uniquely
recognizedwords up to that time have beenusedto updatethe
eigemoice coeficients.

Gl GD
EV: 10 100 10 [ 100
W: | oo [ 300 [ 100 | 300 | 100 | 300 | 300

0Os 18.90 16.49
1s| 19.31| 17.99| 17.72| 18.13| 17.74| 16.70| 16.61
2s| 17.62| 17.57| 17.34| 17.39| 17.18| 16.23| 16.02
3s| 17.56| 17.41| 17.33| 17.04| 16.82| 16.44| 15.95
4s|17.43| 17.40| 17.39| 16.53| 16.73| 16.43| 16.00
5s| 17.31| 17.24| 17.33| 16.27| 16.66| 16.38| 15.79
6s| 17.23| 17.15| 17.14| 16.12| 16.51| 16.41| 15.75
7s| 17.15| 17.16| 17.17| 16.07| 16.49| 16.30| 15.70
8s| 17.16| 17.20| 17.04| 15.92| 16.33| 16.30| 15.55
9s| 17.36| 17.22| 17.13| 15.81| 16.17| 16.38| 15.46
10s| 17.25| 17.19| 17.23| 15.90| 16.13| 16.37| 15.44

Table 2. Absoluteerrorratesfor gender(in-)dependen{GIl/GD)
adaptatiorwith 10 or 100 eigervoices(EV) and different MAP-
adaptatiorweights(w, co meangnaximumlik elihood after1-10s
of unsuperviseaddaptation.

The meanrelative WER for the testspeakrs after up to 10s
of adaptationwith ten eigervoice degreesof freedomis shavn
in fig.1. The absoluteerror ratesfor this andthe othertestsare
collectedin tah2. Theresultsfor differentsettingsof the MAP-
adaptatiorparameterarecompareda maximumlik elihoodadap-
tationcriterion,obtainedy settingall eigervoicedependentvAP-
parameters, to valuesneaiinfinity, andtwo varietiesof weighting
the PCA eigevaluesto get MAP-parameterin the orderof 103,
For this purposethe eigervaluesaresimply scaledby appropriate
factors.

In all casesmostof the improvementis obtainedduring the
first four seconds.But the MAP dampingsignificantlyimproves
the WER even after one and two secondsgcorrespondingo the
very first recognizedwords. The slov MAP adaptationinto di-
rectionsorthogonato the eigevoicesdoesnot play a role on this
time scale.



— T
maximum likelihood

MAP weight 300 -------
MAP weight 100 --------

rel. WER [%]

-10 1 1 1 g
0

Adaptation Time [s]

Fig. 1. The meanWER for the testspealkrs during the first ten
secondof adaptatiorwith ten eigewvoiceswith differentweight-
ing of the MAP parameters.

The resultsfor adaptationwith 100 eigetvoices are shavn
in fig.2. The exploitation of theseadditionaldegreesof freedom
improvesthe WER after 3—10sconsiderablywhereasduring the
first secondsthe resultsare comparableto those obtainedwith
ten eigemwvoices. This reflectsthe fact, that the additionalPCA-
eigevaluesand hencethe direction dependentMAP-adaptation
coeficientsaresmallerandmoretimeis neededo optimizethem.
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Fig. 2. The meanWER for the testspealkrs during the first ten
secondf adaptationwith 100 eigemvoices (comparedwith the
best10-eigemoicetest).

For genderdependentadaptationl00 eigevoicesare neces-
saryto get a significantimprovementafter 10s (fig.3). Justone
secondof speechincludingsomeinitial silence)doesnot leadto
aloweredWER asit hasbeenin thegendeiindependentase Ob-
viously the ultra-fastadaptatiorwithin thefirst spolen phonemes
is mostly dueto the first eigervoices,which have beenshawvn to
classifyaccordingo genderf4].

" standard training, initial WER ———
10 EV, weight 300 -----—
100 EV, weight 300 --------

rel. WER [%]
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Fig. 3. ThemeanWER for thetestspeakrswith gendeidependent
initial models, 10 and100eigemoices.

5. SUMMARY

MAP adaptationwith anisotropigaussiapriorshasprovento sig-

nificantly improve therecognitionevenafter1-2 second®f unsu-
pervisedadaptatiorby up to 8% relative. This very fastadaptation
seemgo beeffectedby a nearlyinstantaneousptimizationof the

few genderdependingigervoice coeficients.

For long term(10s)adaptationit becomeavorthwhileto use
100 insteadof 10 or lesseigemwoices. Thenthe word error rate
canbe reducedoy 14% relative after 5s for genderindependent
recognitionand16%after10s.

Themainadwantageof the methodascomparedvith e.g.fast
MLLR techniqueshaws up duringthefirst few secondof adap-
tation. But obviously the huge main memoryconsumptionis a
problemfor applications.

With this combinationof MAP and eigetvoiceswithin one
adaptatioimethoda priori knowledgeon speakrdependentorre-
latedmovementf densitieccansuccsessfullype appliedto con-
tinuous largevocalulary speechrecognitioralthoughtherearefar
moremodelparameterthanin thecaseof singlewordrecognition.
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