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ABSTRACT

In[1], anew classof blind equalization cost functionswas pro-
posed. They have the particularity of being unimodal, and some of
them, sectionally convex in the Combined System Domain (CDS),
both properties seeming very attractive for a cost function, though
no proof (or specific definition) was given of the sectional convex-
ity. In this paper we show, using a particular case of this class, that
sectional convexity not only implies to fix a delay, but that it also
reguires to fix the value of the coefficient associated to such delay.
We show that the CMA criterion shares the same property, and the
difficulty of maintaining this property in actua agorithms.

1. INTRODUCTION

The problem of blind equalization (in the noiseless case) isillus-
trated in figure (1). Theideaisto retrieve the input sequence {a,, }
sent through an unknown channel (with impulse response coeffi-
cients {h; }), with the aid of the channel output signal {y. }, alin-
ear equalizer (with impulse response coefficients {w; }) and some
knowledge of the statistics of the original sequence. The criterion
usualy involves higher order statistics (HOS) of the emitted se-
guence, but not the sequence itself. The use of HOS is justified
because it is well known that second order statistics are insuffi-
cient to equalize non minimum phase channels. Since [2] many
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Fig. 1. Blind Equalization Model

adaptive blind equalization algorithms have been proposed to es-
timate {w; } such as [3] (or CMA [4]) among others. They are
computationally simple and based on the minimization of a cost
function by a stochastic gradient algorithm. However, for most
cost functions, unimodality has not been proven in the situations
met in practice (finite length equalizers). This can lead to possible
misconvergence and insufficient removal of the Intersymbol Inter-
ference (191) if the algorithm converges to a stable local minimum.
The problem of the existence of local minima (more specifically,
those of the CMA) has been the subject of many papers such as
[5] [6] that study the problem in the noiseless case. In this paper
we consider only the single channel in the noiseless case, since the
single input multiple output caseis very different in nature.
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2. UNIMODALITY VS CONVEXITY

The properties of classical cost functions are easily obtained in
terms of the input signal {a,} of the total system, since they are
usually based on the property that the emitted sequence is i.i.d.
Hence the resultsinvolve the global transfer function (i.e. the com-
bined system). We want to know how the properties that are ob-
tained in terms of the CSD extend to the equalizer.

The impulse response of the combined channel-equalizer sys-
tem shown on figure(1), denoted as ¢ = Zj hi—jwj, defines a
linear transformation from the equalizer domain (ED) to the CSD.
We note thistransformation C' = HT W, where # isalinear oper-
ator. We have perfect equalization when IST = 0, i.e. when there
exists an arbitrary delay d such that, in the CSD:

ced#0, and Vi#d, ¢; =0 (2)

Note that the condition is defined up to an arbitrary delay d and
up to an arbitrary constant ¢;. From now on, a combined impulse
response system of the form (1) will be referred to as a perfect
equalization point (p.e.p.).

Consider a cost function J > 0 that is unimodal in the CSD.
(By unimodal we mean that the function has a single minimum
a a given p.e.p, and that the gradient of J in the CSD is zero at
this point. Other points where the gradient is zero may exist, but
correspond in this unimodal case to saddle points).

Let us consider the case when the equalizer and the chan-
nel impulse response both have finite length N and L respec-
tively. Denote W = [wo ... wy—1]" and H = [ho ... hr—1]"
the equalizer and channel impulse response coefficients respec-
tively. It can be shown that in this case, the linear operator ‘H
takes the form of arectangular matrix of size N x (N + L — 1)
(with more columns than rows), which is not full column rank [6],
thus has aright null space. Most criteriaused in blind equalization
can express their gradient with respect to (w.r.t.) the CSD in terms
of their gradient w.r.t. the equalizer coefficients (EC):

oJ « 0J

OWH — # ocH @
Equation (2) implies that the gradient of the function in terms of
the EC can be zero even if we do not have a null gradient in the
CSD, i.e.: 1) the gradient cancellation is not stable under the con-
sidered linear transformation, because of the null space of #, and
2) unimodality in the CSD does not ensure the existence of uni-
modality in the ED, which means that there is a possibility of hav-
ing local minimain the ED even if the cost function isunimodal in
the CSD.



Now consider a convex cost function J > 0 in the CSD and
that its minimum is achieved for a given p.e.p. A useful property
of convexity isthat it is stable under the linear transform we are
considering. Then, if J(C) is convex in C, this implies that all
minimain terms of the EC that could be introduced by the loss of
rank of 7 correspond to the global one in terms of the combined
system. As a conseguence, al of them are p.e.p., and the problem
of local minima does not exist anymore. Thus, under convexity
of J(C) the problem of misconvergence of the algorithms (which
run in terms of the EC) towards a stable local minimum would be
avoided. A first example of aconvex cost function isfound in [7].

To study function J inthe ED, we haveto expressit in terms of
W. Using thelinear relationship C' = H” W, we define K (W) =
J(HTW). Consider any two vectors W;, W», and the corre-
sponding combined systems C; = HT Wy, Co = HT Wo. If the
convexity property holds for .J in the CSD, for any value of VA €
(0,1), wehave AJ(C1) + (1 = A)J(C2) > J(AC1+ (1 —X)C?).
And in terms of TV, the same equation reads:

M (HTWL) + (1 =N)J(H" W) >
JOHTWL 4+ (A= NHTWo)=T (HT AW+ (1 — \)Wa))
AK (W) 4+ (1=NK (W) > KOAW; + (1 — \)Wa)

As a result, convexity of J(C') and the linear relation between
W and C, aso imply convexity of K(W). The problem is
that such type of convexity cannot hold in the whole CSD. A
simple counterexample is that perfect equalization is defined up
to an arbitrary delay. If a convex equalization criterion exists,
any linear combination of two equalizers with different delays
would also correspond to a p.e.p., and by recursion, any equal-
izer too. Clearly, this does not make sense. Thus, if we want
to study convex cost functions, we have to analyze the situation
for a fixed delay. In the rest of the paper, we consider con-
vexity for a given equalization delay d. We choose to constrain
the optimization in a non-convex subset of the CSD defined as
Ca ={C : |ci| < |cal,|ca| # 0}. The corresponding ED (also
a non-convex subset) is Wy = {W : H" W, € C4}. The useful
convexity results mentioned above for the ideal case obviously ap-
ply in these restricted cases, provided that one considers the right
subset of the search space, as defined above.

Now consider the Shtrom-Fan (SF) cost functions with the
above considerations in mind.

3. STUDY OF THE SF COST FUNCTION

The family of the SF cost functions [1] is based on the minimiza-
tion of the distance between two norms:

Jr(C) = ICll = ICllg >0, foro<p<q (3)
where thep normisdefined as ||C|[S = {30, ICRIP}% ,andp,q, ¢
are any real number. It is shown [1] that the function reaches its
minimum, i.e. Jr(C) = 0 inthe noiseless caseiff C' isap.e.p. of
the form (1). Now, consider a particular case of thisfamily of cost
functions. In [8] it isclaimed that:

Jr(C) = ICllt = lICllso = D _ lex| = maxex|  (4)
k

is convex in the CSD, and in framework of this paper, it is easily
seen that the criterion is, indeed, convex for a given equalization

delay d (i.e. inthe domain W; ). However, practical use of the
cost function (4) isdifficult dueto theinfinite normin the criterion.
Hence, if one generalizes this case (the function is unimodal for a
given delay), one could conclude that sectional convexity means
having a function that is convex for afixed delay in the CSD. We
could suppose that the same definition applies to the rest of the
class but we show below that this is not the case. (Remark: The
problem about how a delay can be fixed practically in the CSD is
addressed in section 3.3. For the moment, admit that it is fixed).
From now on, concentrate onthe casep = 2, g = ( = 4 (whichis
unimodal in the CSD [1]), a case of interest due to its similarities
with the CMA [1], that will be analyzed in the CSD and then, see
how the result translatesin the ED.

3.1. TheSF cost function for p =2,q = =4intheCSD
The SF cost function for p = 2, ¢ = ( = 4 isexpressed as:

Jr(C) = (Z |cn|2)2 - (ZH) 5)

Since we are studying an equalization function, we fix the equal-
ization delay d, by requiring |cq| > |ci|, Vi # d. Equation (5) can
be rewritten as:

Jr(C) = <|Cd|2+2|ck|2) - <|cd|4+2|ck|4)

k#£d k#d

=|Cd|4<1 +2) |al" + (Z |5k|2) (1 + |5kl4>) (6)
k#d k#d k#d

=lca|* Tnr (C) @

where C' = [ &L .. “d-L 2L ] (weomit &, = 1 because it
is constant). Thisleads to an implicit definition of the normalized
cost function Jy 7 (C). We show below that Jy 7 (C') is convex
for agiven equalization delay, but that Jr(C') isnot, in general (in
fact, counterexamples do exist, and one is shown below). Practi-
cally, this means that one has to fix also the value of the equaliza-
tion gain ¢, in order to obtain the desired convexity. Hence, we
need to redefine the term sectional convexity.

Definition 1.1:For the general class of cost functions given by
(3), theterm sectional convexity in the CSD meansto fix adelay d
aswell asthe value of the coefficient associated to the delay d.

We also have to redefine the domains in which the search is
undertaken. For a fixed delay d and a fixed value of ¢; # 0,
we shall be working in the convex subset Crq of the CSD and its
corresponding ED W, (also aconvex subset of the ED) given by:

Cta {C: leil < eal} 8
Wia = {W:H" WraeCra} 9)

Obvioudly, the domains Cyq and Wy, are more restricted than the
ones imposing only the delay. Using the new definition 1.1 and
the redefined domains, it can be shown that:

Proposition 1: Using the definition 1.1, the SF cost function
given by (7) is sectionally convex in Cy4 given by (8) of the CSD.

Proof: See [9]. The convexity of (7), is obtained by prov-
ing the positivity of the hessian. An outline: derivate (7) twice
with respect to al variables. The hessian is Hy,, = 8CCH +



41+, [ém|?) I — 12diag|C|?, where I is the identity ma-
trix and |C|> = C ® C* where © defines the Hadamar product.
The positivity is proven in two steps: we split Hy,, in two ma-
trices F1, F» such that H;,, = 4(F, + F») as follows: F} =
CCH + Y, |ém|*T — 2diag|C|?, F» = CCH + I — diag|C|*.
Since both of them can be shown to be positive, then the hessian
Hj;, isalso positive.

The positivity of H;,. proves that (7) is convex in Crq. This
implies (through the application of convexity) that all local minima
that could exist are global ones over Crq (the unique minimum is

givenby C' = 0).

(o) Jr(C

@ Jr(C)=Cll1=IC]leo —||C||2—||C||4

Fig. 2. a)(4) inthe CSD between C; = [1,0,0]and C> = [0, 1, 0],
plotted along thelineY = AJr(C1) + (1 — X)Jr(C2). b)(5) in
the CSD between the p.e.p. C; and C', (plotted asin case a)).

Illustration of results. Figure (2a) shows the cost function
(4) in the CSD. It plots the evolution of the criterion when going
fromap.e.p. to another one with different delay: C; = [100] and
C> = [010]. At the border, there is no change of convexity for
each delay. Thisillustratesthe claim that the SF criterion is convex
forp = 1,9 = co. Figure (2b) plots (5) under the same circum-
stances. At the border, the transition is not as sharp as for (2a),
and thereisachange of convexity in the basin of attraction of each
delay. This supports our claim that defining sectional convexity
based only on delay is not feasible. Finaly, figure (3a) shows (7)
in the CSD for (5) when we fix ¢; = 1. The convexity is clearly
seen, and shows the need for fixing the value of the equalization
gain in order to obtain the convexity.

3.2. The SF cost function in the ED

We now concentrate on how these results can be trandlated in the
ED. In order to do so, we have to express (7) in terms of the equal-
izer. Using the results on convex functions (section 2) and the
precise definition of sectional convexity, it iseasily proven that:

Proposition 2: The SF cost function given by (7) is, by linear-
ity, also convex in the ED given by the convex subset in (9).

An example of convexity inthe ED is exhibited on figure (3b)
The channel impulse response coefficients are h = [1,0.6]" and
we use an equalizer with three taps W = [wo w1 w2]T. In this
case, since we know the channel coefficients, it is very easy to
control the domain Wy, such that C = H* W belongs to Czq. In
this case, we have fixed ¢ = 1, so that wo = 1. The cost function
is plotted only in the domain defined by W4 for clarity.

3.3. Comments about the obtained results

The practical use of the results is very difficult. In all cases con-
sidered, constraining the delay is required. Whenp = 1,q = oo

(a) Combined domain (b) Equalizer domain

Fig. 3. @) (7) ford = 0,¢4 = 1 inthe CSD given by Cyy =
{C : |ci| < |ca|,ca = 1} for avector C' with 3 coefficients. b)
(7) inregion Wys, for d = 0,cq = 1. Domain Wy is defined for
wo = 1. Wy does not cover all the values of wy, ws.
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Fig. 4. a)SF criterion (5) in the ED for W with w; = 1 and
h = [1,0.6]".b)Same function plotted between the two minima
of fig. a), which correspond to two different delaysin the CSD.

this is enough to ensure convexity, while it is not the case when
p = 2,q = ( = 4. But, putting a constraint on this delay is diffi-
cult: theideaused in [1] was to fix the middle coefficient of W to
1, ameasure aso used to avoid the trivial null solution of (5). But
this only approximately ensures that adelay d will be fixed in the
CSD. An example is shown on figure (4a), where we plot (5). We
use h = [1,0.6]" and an equalizer with three taps, the middle one
being fixed to unity. We observe two minima, corresponding to
different delays. Figure (4b) plots a view of the transition border
between the two minima. This example shows that fixing a delay
in the CSD is not ensured by simply fixing the value of an equal-
izer coefficient. A clean constraint should restrict the search in the
region defined by W, that requires the knowledge of the channel.
Fixing the value of the equalization gain in the CSD, required for
(5) is not easier: Once selected the value of d and restricted the
optimization in the region (8), you must replace the &" inequality
constraintsin (9) by an equality constraint, but for that, we require
the knowledge of the channel, and this cannot be of practical use.

Since (5) isvery similar to the CMA, we now study the CMA
under the same conditions.

4. STUDY OF CMA COST FUNCTIONIN THE CSD

The Godard cost function for p = 2 [3] (or CMA 2—2 [4]) isgiven
by Jo = E{(|z.|> — R2)*} where z, isthe equalizer output and
R»> > 0 isaconstant whose value is afunction of the statistics of
{an} ({an} isazero meani.i.d. symmetrical complex sequence



with E{a2} = 0). Let usrewrite J; asfollows:

Jo = E{(|z]” — Q)%} (10

where () is a constant. It can be easily proven that the gradient

of (10) in the CSD, is null for ap.ep. when Q = EHZ:E{ |cal?.

Let A = 2 (E{|an|?})”, B = E{|a.|'}. Calculating the first

derivative wrt. al the variables. 2% = 4(B — A)lci|®c; +

4Ac; Y, lem|® — 4QE{|an|*}ei = 0. Suppose ¢; # 0. Solving
w.r.t. ap.ep. (with ¢; = ¢4) wefind that the gradient is null when

_ E{lan|*}|. |2 . . . . )
Q = Zia=p1 leal”. Thiswas unnoticed in [3] which was written

under the assumption that |c4|?> = 1. Wenote Q = Rs|cq4|?. The
following proposition holds.

Proposition 3:CMA 2 — 2 isalso sectionally convex, accord-

ing to definition 1.1, in the CSD given by (8), and by linearity, also
convex in the corresponding ED given by (9).
Proof: See[9]. Anoutline: the hessian of the CMA inthe CSD is.
Hg = 8ACCH +12(B — A)diag|C|> +4(A — RoE{|an|*}) I+
4AvI,wherey =3 |éx|°. Dividing by 44 and substituting the
valueof Ry: Hg = 2CC"T + 3(K — 1)diag|C|* + (1 — K) I +
~vI, where K = % K represents the value of the kurtosis of
the input signal. Many constellations (such as PSK and QAM)
are subgaussian, i.e. 1 < K < 1. The positivity is proven in
two steps: we split Hg in two matrices G1, G» such that Hy, =
G1 + G2 where: G1 = CCM + T — 2diag|C|?, G2 = CCH +
(3K —1)diag|C|* + (1 — K) I. G1 = F1, whichis positive, and
asufficient condition for G- to be positive is that % <K<I1.

Gota cost o n h eualer Gomai for a s 6 ih Q=R

(a) Combined Domain (b) Equalizer Domain

Fig. 5. a)CMA in the CSD for a vector C' with 3 coefficients
adcqy = .5,Q = Ralca|’. b) CMA in the corresponding ED
War = {W : HTW € Cq},ford = 0,cq = .5,Q = Rolcal’.
Convexity is clearly seen in both domains

Illustration of results. We used a QAM-4 signal, so R, = 2.
Figures (5a) and (5b) show the sectional convexity of Jz in both
the CSD and the ED when ¢z = 0.5 and Q = Raz|c4|®> = 0.5. The
casecq = 1 isnot shown sinceisthe same asthe SF case shownin
figure (3a). The convexity in both domainsis clearly seen. Hence,
we have here the same conclusion as for criterion (5): under sub-
gaussian assumption, the CMA 2 — 2 is sectionally convex in the
CSD (8), and by linearity in the corresponding ED (9), provided
that one is able to constrain the value of ¢; and Q. Notice the
effects in the CSD and in the ED (figures (6a) and (6b) ), when
ca = 0.5, but the value of @ is fixed incorrectly, as for example,
@ = R». The adaptive algorithm may run, but since the convexity
islost in both domains, we will not be able to equalize and may
converge anywhere. This shows that in order to be convex, we
must fix the value ¢; and @ correctly.
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(b) Equalizer Domain

(a) Combined Domain

Fig. 6. @) CMA inthe CSD and in the corresponding ED b) when
cq = 0.5 but Q = R». The criterion isnot convex anymore.

5. CONCLUSIONS

We have analyzed the SF cost function for a particular case, which
isvery similar to the CMA criterion, and found that is sectionally
convex inthe CSD, with aprecise definition of sectional convexity.
We also showed that these results can be trandated by linearity to
the corresponding ED, if we are able to fix the delay as well as
the coefficient associated to the delay in the CSD. However, the
result does not seem to be applicable unless we have access to the
coefficients of the CSD or the channel impulse response onesto be
able to impose the required constraints. Furthermore, this property
was shown to be true also for the CMA criterion.
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