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ABSTRACT

When transmitting speech signals, residual redundancy is still left
in the signal after source coding, due to limited complexity of the
coding algorithms and delay constraints. This redundancy ex-
pressesin correlationsinside one frame aswell asin atime correla-
tion of subsequent speech frames. The method of iterative channel
and sourcedecoding applied in this paper is based on exploiting this
redundancy in terms of a priori knowledge of the source to improve
decoding of the transmitted parameters. The used source a priori
information is obtained and exploited directly on parameter level.
I'n this paper we show the application of thistheory to a real world
mobile communication system. Here GSM speech transmission was
chosen, but the presented method could also be applied to any other
system which leaves a certain amount of redundancy in the speech
coded signal.

1. INTRODUCTION

A lot of theoreticalinvestigation@boutexploiting sourceresidualre-
dundanyg have beendonein the past[4][5][6][7][8]. In thiswork, the
attemptwasmadeto apply the ideaof exploiting this redundang to
a currentmobile communicatiorsystem.The GSM Full Ratecodec
was chosenfor variousreason:It is a wide spreadsystemand the
speecttoderusesscalarquantizatiorthatleavesa fair amountof re-
dundang in the signalwhichis necessarfor this application.

In this paperwe shawv thathigh gainscanbeachievedapplyingscalar
quantizationand exploiting the residualcorrelations. Considering
theresultsof this integratedapproactof channel-andsourcecoding
the questionarisesif the individually optimizedcoderslike ACELP
(Algebraic Code Excited Linear Prediction) usedin the GSM AMR
codecin combinationwith more error protectionare headingin the
right direction. Thesearenot only morecomple, their speechqual-
ity alsodegradesabruptlyin badchannekonditionswhile theresults
of this work shawv a gracefuldegradation. In [9] a low compleity
codingsystemwasproposedor thelS-641speectcodecwhich per
formedbetterthanthe standardcodechasedon ACELP.

It isto mentionthattheapproactusedin thiswork canalsobeapplied
to ary othercodecaslong asits speeclkcoderis modifiedin termsof
theemplg/edquantizatiortechnique.

This work aimedat developinganiterative decoderfor joint channel
andsourcedecodingwhich is ableto exploit sourceresidualredun-
dangy of the GSM Full Ratesignal. In section2 the correlationof
theparameterss describedThe usediterative decodeis thenshavn
in section3. In section4 the simulationresultsare given for multi-
ple configurationsof the iterative decoder Finally, in section5 we
concludeandgive a perspectie for possiblefurtherapplications.
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2. REDUNDANCY IN THE SPEECH CODED SIGNAL

The GSM speechcoder [1] reducesthe redundang of the input
speechsignal by extracting 76 speechparametergper frame) rep-
resentinghesignal. In a LPC analysis8 filter coeficientsaredeter
minedwhich arecodedasLAR parametersin the subsequentTP
analysisand RPE codingthe LTP lagsandblock-amplitudesre ex-
tractedamongothersfor eachof the four subframes.For Full Rate
channekoding[2] thebits of theparameterareorderedn classe®f
importancg50 mostimportantbits: classla, 132bits classlband78
leastimportantbits: class2). The 185classl bits (including3 CRC
bits for theclassla)areerrorprotectecby convolutionalcodingwith
ratel/2.

In thissectiorthecorrelationof the Full Ratespeecltodedsignalare
expressedn form of mutualinformation. It describegheinformation
a parametercontainsaboutanotherone. The unit of the mutualin-
formation,is givenin "bit”. Table(1) shaws theresultsfor the most
correlatedparametersthe time correlationof the LAR filter coefi-
cients(LAR) in the first column, and the intraframecorrelationof
neighbored AR coeficientsin the2nd column. TheLTP lag (LTP)
andthe RPEblock-amplitudeg(Xmx) are codedon a subframebasis
andwe shav the time correlationon this subframebasis. It is the
samefrom the4th subframeof the previousframeto the 1stsubframe
of the currentframe,thenfrom the 1stto the2nd,andsoon.

Parameter I(z;y) || Parameter I(z;y)
LAR:(t-1);LAR:(¢) | 1.063 || LAR.(f),LAR2(f) | 0.203
LAR5(t-1);LARy(t) | 0.574 || LAR2(t);LARs(t) | 0.214
LAR3(t-1);LAR3(t) | 0.578 || LAR3(t);LAR4(t) | 0.085
LAR4(t-1);LAR4(t) | 0.409 || LAR4(t);LARs(t) | 0.078
LARs(t-1);LARs(t) | 0.306 || LARs(t);LARs(t) | 0.036
LARs(t-1);LARs(t) | 0.389 || LARg(t);LAR(t) | 0.040
LAR7(t-1);LAR7(¢) | 0.328 || LAR:(t);LARg(t) | 0.037
LARg(t-1);LARg(t) | 0.349

[LTP(®.LTP,()) | 0.343 ]| Xmxi():Xmxa(t) | 1.379 |

Table 1. Mutual Informationof Parameterin GSM Full Rate

The parameterghemseles also contain redundang R(X)=Ho(x)-
H(x) dueto their unequaldistribution (Ho(X): numberof bits of x
andH(x): Entropy of x). Thevaluesaregivenin Table(2).

This redundang togetherwith the mutual informationis exploited
for improving the parameteestimation. The LAR parametershav

interframecorrelation(betweerframes)aswell asintraframecorrela-
tion (betweemeighborecparameters)LTP lag andblock-amplitude
both contain intersubframecorrelation (time correlation between
subsequensubframes,e.g. subframel and 2 in Table (1)) and
the block-amplitudeshavs the highest mutual information of all



Parameter| R(x) || Parameter| R(x)
LAR:(t) | 0.63 ] LAR:(¥) | 1.19
LAR3(t) | 0.37 || LAR4(t) | 0.62
LARs(t) | 0.42 || LARs(t) | 0.27
LAR~(t) | 0.25| LARg(t) | 0.29
LTPy(2) 0.67 || Xmx.(t) | 1.64

Table 2. Redundang of theparameters

parameters.The found correlationsare storedin so-calleda priori
tables which contain the conditional probabilities for transitions
betweerthe consideregairsof parametersStationarityis assumed
and simulationsshaved, that storing the a priori knowvledge once
deliversbetterresultsthanestimationn thedecoder

3. THEITERATIVE DECODER

Fig. (1) shaws the block diagramof theiterative decodemhich aims
atoptimizingthe speectparametersThe subsequergpeectdecoder
is notshavn.
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Fig. 1. Block diagramof theiterative decoder

Thesinglestepsof theloop areasfollows:

At first the MAP channeldecodereceies 378 soft valuesfrom the
channelanddelivers 185 class1 soft values,the 78 uncodedclass2
channelvaluesare attached. The outputsof the channeldecoder
are263(includingthe CRC bits) so-calledog-likelihoodratios("L-
values”) [10], which containthe softinformationof thedecodedits.
Now, the extrinsic informationLc e« is calculatedby subtracting(in
thelogarithmicdomain)theinputto channedecodelLs «:) from the
L-valuesafterthechannedecoder

In the block “map” the L-valuesof the bits are first corvertedto
bit probabilitiesand thenwe calculateparameteiprobabilities(see
Sec.3.1). For the 8 LAR coeficients, the four LTP lags, and the
4 block amplitudes(Xmx) we apply a parameteestimation(® in
Fig. 1). Theremainingparametersreuncorrelatecgndthus,bypass
theparameteestimation((@ in Fig. 1).

The parameteestimationnow separatelydecodeghe LAR, LTP-lag
andblock-amplitudeparametersn the parametetevel by exploiting
thea priori tablesasdescribedn section(3.2). The outputsareopti-
mizedprobability estimatedor eachparameter

In the branchbackto the channeldecoderthe stepsare madein the
reversedirection. In the demappetthe parameterprobabilitiesare
mappedbackto bit probabilitiesand corvertedinto L-valuesagain.
After thatthe extrinsic informationLs « for the channeldecoderis

a priori tables

determinedy subtractingheinputto theparameteestimatonLc )
fromits output.
This extrinsicinformationof all bitsfrom thecorrelatecparameters
thenusedasapriori informationfor thenext stepof channetlecoding.
Now, thewholeloop is executedseveraltimesuntil the valuesdo not
improve ary more. Finally, the 76 speeclparameterincludingtheir
reliability arefed to a meansquareestimationand afterwardsto the
speectdecoder
For simplification,the quantizecbarameter:; denotesa bit vector

z; = {zi,0,%i,1,. .. ,Ti,m—1}, With z; . € {0,1},
wheregz,; standdor ary of the correlatedspeectparameterspamely
LAR, LTP, or Xmx. The vectorz, consistsof a numberof A bits
of the quantizedparametere.g.,LAR;: M = 6). Theindex i of
z; denoteghe numberof the consideredoarametemwithin a frame
(1..8for LAR;, 1..4for LTP;, and1..4 for Xmx;). If necessarywe
denotethe time, then z,(¢) meansthe parameterz, in the current
frame , whereasgt, (t — 1) denoteghe sameparametem the previous
frame.

3.1. TheMapping

Themappingconsistof two differentsteps:CorvertingL-valuesand
probabilitiesinto eachotherandtransformingbit probabilitiesto pa-
rameterprobabilitydistributions.

The L-valuesfrom the channeldecoderare desirablefor calculat-
ing the extrinsic information. However, for the parameteestimation
thesel-valuesneedto be corvertedto probabilities.
Thesecondaskof themappeiis to calculateprobabilitieson parame-
terlevel for the LAR, LTP-lagandblock amplitudeparametersut of
theappropriatebit probabilities.For eachparametethe outputof the
mapperarethe probabilitiesfor all possiblevaluesof this parameter
E.g.,for theLAR 1 parameteconsistingof 6 bits, the probabilityfor
all of the 64 possiblevaluesis calculatedrom the 6 bit probabilities

speech parameters py assumingndependencef thebits. Theseprobabilitydistributions

areneededn the parameteestimationto be ableto usethe a priori
information. The assumptiorof independencef thebits is justified,
asthe memoryof the convolutional codeis smallandthe parameters
arewide spreadvertheblock.

The demappein the backward branchfirst calculateshe bit proba-
bilities out of the parameteprobability distribution. The probability
for a certainbit to be zerois determinedby summingup all param-
etervaluesfor which this bit is zero. Finally, the probabilitiesare
corvertedbackto L-values.

3.2. TheParameter Estimation

In this block, time correlations(interframe)as well as correlations
of the parameterbetweerframes(intraframe)areexploitedyielding

an estimateof the a posterioriprobability of the parameter if all

parametersf this kind of the currentframe,...24 andall previous

with thesamenumberX; arereceied. E.g.,for theLTP lag:

Papost(L') = P(&@pizaim@uii(t - 1))a 1

wherez1, &2, &3, £4 denotethe LTP lagsof the4 subframes.

Thea posterioriprobabilitiescanbe calculatedsery efficiently by ap-
plying forward-andbackward recursionsimilar to thoseexecutedn

aMAP decodewsingthe BCJR[3] algorithm.

Taking a closerlook at the details,thereare variousdifferencesbe-
tweenthe decodingalgorithm of the LARs andthe LTP lags/block



amplitudes.Sothe principle shallfirst be shavn for the LTP lag pa-
rameterswvhich is similar to the onefor the block amplitudes.After-
wards,theextensionghatareneededor the LARs aredescribed.

TheLTP lags and the block-amplitudes

Eachof the4 LTPlagsperframeis quantizedvith 7 bitsandtherefore
128 parametewraluescould be possible.Thesevaluesof the LTP lag
1to 4 arearrangedn akind of trellis (stepi = 1 to ¢ = 4) whereeach
of themis initialized with the (extrinsic) probability P, of the param-
etertakingthis particularvalue. Additionally thereis the correlation
betweenLTP4(¢-1) andLTPy (¢t) andthuswe caninitialize thetrellis
atstep: = 0 with theaposterioriprobabilitiesP,post (2, (¢-1)).

Now, the forward probability Py,,q for eachparametevalueis de-
terminedconsideringall forward probabilitiesfrom the previous state
multiplied with their (extrinsic) probabilityfrom the channeldecoder
P,(z;) andweightedby the transitionprobability P(z,_,|z;) into
this statefoundin theapriori table:

Prua(z;) = Z Prwa(z;_y) - Pa(z;_y) - P(z;_ylz), (2)

;1

with ¢ € {1,2,3,4}. Thedervation for the formula canbe found
in [9]. In full analogythebackward probabilitiesarecalculatedas:

wad(L’) = Z wad(li+1) : Pd(£¢+1) ' P(li+1|l¢) (3

Zit1

For time correlatedsignalsthe joint probabilities P(z;_,|z;) and
P(z,|z,_,) areidenticalandthusthe samea priori tablecanbe used
for theforward andbackwardrecursion.

Finally, the productof forward and backward probabilitiestogether
with the probabilitiesfrom the channeldecoderyield the a posteriori
probabilities:

Papost(ﬁi) =C- wad(li) : wad(ﬁi) ’ Pd(ﬁi) ’ P(El) (4)

with C beinga constantormalizingthe sumof the probabilitiesof
all parameterso 1 and P(z;) denotingthe Oth orderstatisticsof the
sourcegivenby theunequalistribution of the parametewalues.
Now thesearethe outputprobabilitiesof the parameteestimatiorfor
the LTP lag parametersvhich are then sentto the channeldecoder
again. The decodingof the block amplitudess identical,exceptthat
only 64 parametevaluesarepossible.

The LAR Parameters

All 8 LAR parametersare determinedonce per frame and eachof
themdenotesa differentspeeckHilter parameterThusin this caseit
is necessaryo differ betweerintra andinterframe(time) correlation
andbothkindscanbeexploited.

LAR;7 (1) LAR;(t-1) LAR;q (t-1)
1@ Q@<-— > Q@<«—>@ [
l l Ry l ¥ l l
te Q<> Q@<«—>0 o
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Fig. 2. Correlationsof 1storder(—) andcrosscorrelation(- - -)

We assumea first orderMarkov Model. Thusonly correlationsbe-
tweendirectly neighboredtime andinsideframe) LARs areconsid-
ered,asillustratedby the solid linesin Fig. (2). As thecrosscorre-
lations,e.g.,LAR;_1(¢-1) with LAR;(¢) (dashedine) areto be ne-
glected,in this casethe forward and backward probabilitiesin the

recursionsneedto be calculatedfirst for the intraframecorrelation
withoutconsideringhetime correlations Thesearethenexploitedin
anadditionalstep.

Intraframe correlation: Basicallythe algorithmworksvery similarto
the onedescribedabore for the LTP lagsandthe block-amplitudes.
The LAR parametewnaluesare also initialized in a kind of trellis.
However in this casethe numberof stateds not constantisthe LAR
1 to 8 arequantizedwith differentnumbersof bits. Thus,thetrellis
has64 statesatthefirst stepand8 statesatthelaststep.

Now theforwardandbackwardrecursionsarecalculatedasdescribed
for the LTP lags but this time exploiting the intraframecorrelation
betweemeighbored_AR. Note, in contrastto the LTP lagsandthe
block-amplitudesfor the LARs the correlationof different param-
etersis consideredeven with differentnumbersof bits). Thusthe
correlationmatricesarenot symmetricalany moreandthereforetwo
differentapriori tablesarenecessarfor P(z;_,|z;) andP(z;|z;_;)
respectiely.

Interframe correlation: In a secondstepthe time correlationof the
LAR parameterss exploited yielding time prediction probabilities
for thecurrentframe.

Thepredictionprobabilityof a parametehaving acertainvaluein the
currentframecanbe estimatedy summingup all probabilitiesfrom
thelastframemultiplied with thetransitionprobabilitiesfrom theold
valuesto the currentone. The transitionprobability is foundin the
time apriori tablesfor theLAR parameters.

Prime(2;() = Y P(2;(t)lzi(t —1)) - Papost(z;(t = 1)) (5)

Z;t—1

with the so-called a posteriori probability of the last frame
P,p0s¢(z(t — 1)) denotingthe final resultafter parameteestimation
of thepreviousframe.

Finally, to getthe a posterioriprobabilities the above calculatedpre-
diction probabilitiesneedto be meigedtogether This is donein a
similar way to the LTP lags and the block amplitudesbut now the
time predictionprobabilitiesneedalsoto betakeninto account.Thus
for eachparametewalue the a posterioriprobability is the product
of the forward probability the backward probability the probability
from thechannedecodeandthetime predictionprobability:

Papost(z;) = C - Pruwa(z;) - Powa(z;) - Pa(z;) - Prime(z;) (6)

with C againbeinga normalizationconstant.Comparedo (4) P(z;)

hasbeenreplacedoy Pyim.(z;). Thetime predictionprobabilities
includetheOth orderstatisticq9]. Thea posterioriprobabilitieshave
to be storedfor the calculationof the time predictionprobability of

thenext frame.

M ean Squar e Estimation

After the lastiteration,a meansquareestimationasin [9] is carried
outfor eachparameterin speecltodingasquaredrrormeasurdike

the SNR describeghe transmissiorreasonablywell. Thus,a mean
squareestimationis moreappropriateomparedo decodinghemost
probablevalue, especiallyfor the LARs and the block amplitudes.
Dueto effectslike pitch doublingthe maximuma posterioriestima-
tion couldbetakenfor the LTP lags. In simulationst turnedoutthat

theresultsarealmostthesame.

4. SIMULATION RESULTS

For the simulationshe GSM full ratetransmissiorsystemwasused.
This standards not changedandthereforethis approactcouldbedi-
rectly appliedto theexisting system We usedaburstRayleighfading
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Fig. 3. SpeeciSNRcomparedo thestandardiecoder

channelwhich is a quite good assumptiorfor a typical GSM chan-
nel, like typical urban(TU), low speedandidealfrequeng hopping
(IFH). At therecever sidethe deinterleaer, theiterative decodeland
thespeechdecodefollow.

4.1. Exploitingall apriori information

In Fig. (3) thePCMspeectSNRisiillustratedwhenexploiting a priori
informationaboutall threeconsideregharameterandusingthemean
squaresstimator For comparisorthe dottedline illustratesdecoding
resultfor the standardGSM Full Rate (without ary additionalerror
concealment)The dash-dottedine shaws theresultif only the MSE
is applied.The 3 upperlinesshav theresultsfor theiterative decoder
after1, 2 or 3 iterations.More iterationsdo not achieve furthergains.
For typical GSM transmissiorconditionsa gain of about2.5 dB in
channelSNRcanbeachieved
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Fig. 4. BER classlabits (exploiting all apriori info & MSE)

Althoughthetamgetof thedecodeis to optimizeparameters;ompar
ing the Bit Error Rate(BER) in Fig. (4) shaws a relatively constant
gainin channelSNR of about1.8dB.

The FrameError Rate(FER)is loweredby ratiosaround1/2, which
correspondso againof aboutl dB in channelSNR.

4.2. Complexity Aspects

For compleity reasonsnot the completedecodermay be imple-
mentedin a future application. The compleity is about5 timesper
iterationhighercomparedo the standardlecoder

Thusit is of interesthow decodingstill improvesif only someapriori
knowledgeis exploited. In particular parameteestimationonly for
the block-amplitudestill shavs remarkablegainswhich arecloseto
thecurvesabore, whereasxploiting only the LARs or LTP lagslow-
ersthegain.

Anotherapproachs to consideronly the mostsignificantbits of the
parametersin particular for the LTP parameter$7 bit) this reduces
the numberof statesandtransitionsin thetrellis for the recursionsa
lot. Neglectingthe?2 leastsignificantbits for all parametertowersthe
compleity alot. It is lessthan2 timesperiterationhighercompared
to the standardlecoderi.e. the parameteestimationis lesscomple
thanchannedecoding.

5. CONCLUSIONS

We appliedthe conceptof iterative sourceandchanneldecodingthat
exploits sourceresiduaredundang to astandarccommunicatiorsys-
tem. The parameteestimationwasdonedirectly on parametetevel

for the LAR coeficients,the LTP lag andthe block-amplitude.We

found remarkablegains consideringthe BER and the speechSNR.

Extensve listening testswith 60 speechsamplesand 20 listeners
shavedagainof about2 dB. Theresultsshav the capabilitiesof low

compleity scalarquantizationtechniquedor the encoderin combi-
nationwith exploiting a priori knowledgein thedecoderIn particular
for badchannelsthegracefuldegradatiorof thespeechyuality shavs

theadwantage®f the presented¢oncept.

6. REFERENCES

[1] GSM TechnicalSpecification06.10,"Full Rate SpeechTranscoding”,
ETSI1997

[2] GSM TechnicalSpecificatiorD5.03,"ChannelCoding”, ETSI 1996

[3] L.R.Bahl,J.Cocle,F. JelinekandJ.Raviv, "Optimal decodingpf linear
codesfor minimizing symbolerrorrate,” IEEE Trans. Inform. Theory,
Vol. IT-20,pp. 284-287 March1974

[4] J. Hagenauer "Source-controlledchannel decodind),
Commun., vol.43,pp.2449-2457Septembel 995

[5] N. Fanardin and V. Vaishampayan;Optimal QuantizerDesign for
Noisy Channels:An Approachto CombinedSource-ChanneToding;
IEEE Trans.onInf. Theory vol. 33, pp.827-838 Nov. 1987

[6] T. Hindelang,J. Hagenauemand S. Heinen,"Source-controllecchan-
nel decoding: estimationof correlatedparameters, | TG-Fachbericht,
Conference Source and Channel Coding, vol. 159,pp.251-258January
2000

[7] T. Hindelang, T. Fingscheidt,N.Seshadriand R.V. Cox, "Combined
source/channdlde-)coding: Cana priori information be usedtwice?”
in Proceed. |IEEE ICC 2000, New Orleans USA, June2000,pp.1208-
1212

[8] F. Alajaji, N. Phamdoand T. Fuja, "Channel Codesthat Exploit
the ResidualRedundang in CELP-Encodedspeecli, IEEE Trans.on
SpeechandAudio Proc.,vol. 4, no.5, Sept.1996

[9] T. Fingscheidt,T. Hindelang,R.V. Cox, N. Seshadri,"Joint source-
channel(de-)codingfor mobile communication$,acceptedor |EEE
Trans. Commun., July 2000

IEEE Trans.

[10] J.HagenauelE. Offer andL. Paple, "Iterative decodingof binaryblock
and convolutional codes, |EEE Trans. Inform. Theory, vol. 1T-42,
pp.429-445March1996



