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ABSTRACT

When transmitting speech signals, residual redundancy is still left
in the signal after source coding, due to limited complexity of the
coding algorithms and delay constraints. This redundancy ex-
presses in correlations inside one frame as well as in a time correla-
tion of subsequent speech frames. The method of iterative channel
and source decoding applied in this paper is based on exploiting this
redundancy in terms of a priori knowledge of the source to improve
decoding of the transmitted parameters. The used source a priori
information is obtained and exploited directly on parameter level.
In this paper we show the application of this theory to a real world
mobile communication system. Here GSM speech transmission was
chosen, but the presented method could also be applied to any other
system which leaves a certain amount of redundancy in the speech
coded signal.

1. INTRODUCTION

A lot of theoreticalinvestigationsaboutexploiting sourceresidualre-
dundancy havebeendonein thepast[4][5][6][7][8]. In thiswork, the
attemptwasmadeto apply the ideaof exploiting this redundancy to
a currentmobilecommunicationsystem.TheGSM Full Ratecodec
was chosenfor variousreason:It is a wide spreadsystemand the
speechcoderusesscalarquantizationthatleavesa fair amountof re-
dundancy in thesignalwhich is necessaryfor thisapplication.
In thispaper, weshow thathighgainscanbeachievedapplyingscalar
quantizationand exploiting the residualcorrelations. Considering
theresultsof this integratedapproachof channel-andsourcecoding
the questionarisesif the individually optimizedcoderslike ACELP
(Algebraic Code Excited Linear Prediction) usedin the GSM AMR
codecin combinationwith moreerror protectionareheadingin the
right direction. Thesearenot only morecomplex, their speechqual-
ity alsodegradesabruptlyin badchannelconditions,while theresults
of this work show a gracefuldegradation. In [9] a low complexity
codingsystemwasproposedfor theIS-641speechcodecwhich per-
formedbetterthanthestandardcodecbasedonACELP.
It is to mentionthattheapproachusedin thiswork canalsobeapplied
to any othercodecaslongasits speechcoderis modifiedin termsof
theemployedquantizationtechnique.
This work aimedat developinganiterative decoderfor joint channel
andsourcedecoding,which is ableto exploit sourceresidualredun-
dancy of the GSM Full Ratesignal. In section2 the correlationof
theparametersis described.Theusediterativedecoderis thenshown
in section3. In section4 the simulationresultsaregiven for multi-
ple configurationsof the iterative decoder. Finally, in section5 we
concludeandgiveaperspective for possiblefurtherapplications.

2. REDUNDANCY IN THE SPEECH CODED SIGNAL

The GSM speechcoder [1] reducesthe redundancy of the input
speechsignal by extracting 76 speechparameters(per frame) rep-
resentingthesignal. In a LPC analysis8 filter coefficientsaredeter-
minedwhich arecodedasLAR parameters.In the subsequentLTP
analysisandRPEcodingtheLTP lagsandblock-amplitudesareex-
tractedamongothersfor eachof the four subframes.For Full Rate
channelcoding[2] thebitsof theparametersareorderedin classesof
importance(50mostimportantbits: class1a,132bitsclass1band78
leastimportantbits: class2). The185class1 bits (including3 CRC
bits for theclass1a)areerrorprotectedby convolutionalcodingwith
rate1/2.
In thissectionthecorrelationsof theFull Ratespeechcodedsignalare
expressedin form of mutualinformation.It describestheinformation
a parametercontainsaboutanotherone. The unit of the mutual in-
formation,is given in ”bit”. Table(1) shows theresultsfor themost
correlatedparameters,the time correlationof the LAR filter coeffi-
cients(LAR) in the first column,and the intraframecorrelationof
neighboredLAR coefficientsin the2ndcolumn. TheLTP lag (LTP)
andthe RPEblock-amplitude(Xmx) arecodedon a subframebasis
and we show the time correlationon this subframebasis. It is the
samefrom the4thsubframeof thepreviousframeto the1stsubframe
of thecurrentframe,thenfrom the1stto the2nd,andsoon.
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Table 1. Mutual Informationof Parametersin GSMFull Rate

The parametersthemselves also contain redundancy R(x)=H � (x)-
H(x) due to their unequaldistribution (H � (x): numberof bits of x
andH(x): Entropy of x). Thevaluesaregivenin Table(2).

This redundancy togetherwith the mutual information is exploited
for improving the parameterestimation.The LAR parametersshow
interframecorrelation(betweenframes)aswell asintraframecorrela-
tion (betweenneighboredparameters).LTP lag andblock-amplitude
both contain intersubframecorrelation (time correlation between
subsequentsubframes,e.g. subframe1 and 2 in Table (1)) and
the block-amplitudeshows the highest mutual information of all
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Table 2. Redundancy of theparameters

parameters.The found correlationsare storedin so-calleda priori
tables which contain the conditional probabilities for transitions
betweentheconsideredpairsof parameters.Stationarityis assumed
and simulationsshowed, that storing the a priori knowledge once
deliversbetterresultsthanestimationin thedecoder.

3. THE ITERATIVE DECODER

Fig. (1) shows theblock diagramof theiterative decoderwhichaims
at optimizingthespeechparameters.Thesubsequentspeechdecoder
is notshown.
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Fig. 1. Block diagramof theiterativedecoder

Thesinglestepsof theloopareasfollows:
At first the MAP channeldecoderreceives378 soft valuesfrom the
channelanddelivers185class1 soft values,the78 uncodedclass2
channelvaluesare attached. The outputsof the channeldecoder
are263(includingtheCRCbits) so-calledlog-likelihoodratios(”L-
values”) [10], whichcontainthesoft informationof thedecodedbits.
Now, the extrinsic informationLC,ext is calculatedby subtracting(in
thelogarithmicdomain)theinput to channeldecoder(LS,ext) from the
L-valuesafterthechanneldecoder.
In the block “map” the L-valuesof the bits are first converted to
bit probabilitiesand then we calculateparameterprobabilities(see
Sec.3.1). For the 8 LAR coefficients, the four LTP lags, and the
4 block amplitudes(Xmx) we apply a parameterestimation( � 1 in
Fig. 1). Theremainingparametersareuncorrelatedandthus,bypass
theparameterestimation( � 2 in Fig. 1).
Theparameterestimationnow separatelydecodestheLAR, LTP-lag
andblock-amplitudeparameterson theparameterlevel by exploiting
thea priori tablesasdescribedin section(3.2). Theoutputsareopti-
mizedprobabilityestimatesfor eachparameter.
In thebranchbackto the channeldecoderthe stepsaremadein the
reversedirection. In the demapperthe parameterprobabilitiesare
mappedbackto bit probabilitiesandconvertedinto L-valuesagain.
After that the extrinsic informationLS,ext for the channeldecoderis

determinedby subtractingtheinputto theparameterestimator(LC,ext)
from its output.
Thisextrinsic informationof all bitsfrom thecorrelatedparametersis
thenusedasapriori informationfor thenext stepof channeldecoding.
Now, thewholeloop is executedseveraltimesuntil thevaluesdo not
improve any more.Finally, the76 speechparametersincludingtheir
reliability arefed to a meansquareestimationandafterwardsto the
speechdecoder.
For simplification,thequantizedparameter
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3.1. The Mapping

Themappingconsistsof two differentsteps:ConvertingL-valuesand
probabilitiesinto eachotherandtransformingbit probabilitiesto pa-
rameterprobabilitydistributions.
The L-valuesfrom the channeldecoderare desirablefor calculat-
ing theextrinsic information.However, for theparameterestimation
theseL-valuesneedto beconvertedto probabilities.
Thesecondtaskof themapperis to calculateprobabilitiesonparame-
ter level for theLAR, LTP-lagandblockamplitudeparametersoutof
theappropriatebit probabilities.For eachparametertheoutputof the
mapperaretheprobabilitiesfor all possiblevaluesof this parameter.
E.g.,for theLAR 1 parameterconsistingof 6 bits, theprobabilityfor
all of the64 possiblevaluesis calculatedfrom the6 bit probabilities
by assumingindependenceof thebits. Theseprobabilitydistributions
areneededin the parameterestimationto be ableto usethe a priori
information.Theassumptionof independenceof thebits is justified,
asthememoryof theconvolutionalcodeis smallandtheparameters
arewidespreadover theblock.
The demapperin the backward branchfirst calculatesthe bit proba-
bilities out of theparameterprobabilitydistribution. Theprobability
for a certainbit to be zerois determinedby summingup all param-
eter valuesfor which this bit is zero. Finally, the probabilitiesare
convertedbackto L-values.

3.2. The Parameter Estimation

In this block, time correlations(interframe)as well as correlations
of theparametersbetweenframes(intraframe)areexploitedyielding
an estimateof the a posterioriprobability of the parameter/ if all
parametersof this kind of thecurrentframe 7� 	 �8�8� 7� 
 andall previous
with thesamenumber 79 �

arereceived.E.g.,for theLTPlag / :
:<;%=�>4?A@3��� �B�C�D:E��� �%F 7� 	 � 7� � � 7� � � 7� 
 � 79 �3� 
<5 + ��� � (1)

where 7� 	 , 7� � , 7� � , 7� 
 denotetheLTPlagsof the4 subframes.
Theaposterioriprobabilitiescanbecalculatedveryefficiently by ap-
plying forward-andbackwardrecursionssimilar to thoseexecutedin
aMAP decoderusingtheBCJR[3] algorithm.
Taking a closerlook at the details,therearevariousdifferencesbe-
tweenthe decodingalgorithmof the LARs and the LTP lags/block



amplitudes.Sotheprincipleshallfirst beshown for theLTP lag pa-
rameterswhich is similar to theonefor theblock amplitudes.After-
wards,theextensionsthatareneededfor theLARs aredescribed.

The LTP lags and the block-amplitudes
Eachof the4LTPlagsperframeis quantizedwith 7bitsandtherefore
128parametervaluescouldbepossible.Thesevaluesof theLTP lag
1 to 4 arearrangedin akind of trellis (step/ � + to / � 2 ) whereeach
of themis initializedwith the(extrinsic)probability

:<G
of theparam-

etertakingthis particularvalue. Additionally thereis thecorrelation
betweenLTP
 ( 
 -1) andLTP	 ( 
 ) andthuswe caninitialize thetrellis
atstep/ �D)

with theaposterioriprobabilities
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 � 
 -1���

.
Now, the forward probability

:IH�J G
for eachparametervalueis de-

terminedconsideringall forwardprobabilitiesfrom thepreviousstate
multipliedwith their (extrinsic)probabilityfrom thechanneldecoder: G ��� �K�

andweightedby the transitionprobability
:E��� � " 	 F � �K�

into
thisstatefoundin theapriori table:
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with / ' � +��%TU�4VW��2 $ . The derivation for the formula canbe found
in [9]. In full analogy, thebackwardprobabilitiesarecalculatedas:
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For time correlatedsignalsthe joint probabilities
:E��� � " 	 F � �K�

and:E��� �3F � ��" 	 � areidenticalandthusthesameapriori tablecanbeused
for theforwardandbackwardrecursion.
Finally, the productof forward andbackward probabilitiestogether
with theprobabilitiesfrom thechanneldecoderyield thea posteriori
probabilities:
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with C beinga constantnormalizingthe sumof the probabilitiesof
all parametersto 1 and

:E��� �B�
denotingthe0th orderstatisticsof the

sourcegivenby theunequaldistributionof theparametervalues.
Now thesearetheoutputprobabilitiesof theparameterestimationfor
the LTP lag parameterswhich are thensentto the channeldecoder
again.Thedecodingof theblock amplitudesis identical,exceptthat
only 64 parametervaluesarepossible.

The LAR Parameters
All 8 LAR parametersare determinedonceper frame and eachof
themdenotesa differentspeechfilter parameter. Thusin this caseit
is necessaryto differ betweenintra andinterframe(time) correlation
andbothkindscanbeexploited.
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Fig. 2. Correlationsof 1storder(—) andcrosscorrelation(- - -)

We assumea first orderMarkov Model. Thusonly correlationsbe-
tweendirectly neighbored(time andinsideframe)LARs areconsid-
ered,asillustratedby the solid lines in Fig. (2). As thecrosscorre-
lations,e.g.,LAR

��" 	 � 
 -1�
with LAR

� � 
 � (dashedline) areto be ne-
glected,in this casethe forward and backward probabilitiesin the

recursionsneedto be calculatedfirst for the intraframecorrelation
withoutconsideringthetimecorrelations.Thesearethenexploitedin
anadditionalstep.
Intraframe correlation: Basicallythealgorithmworksverysimilar to
the onedescribedabove for the LTP lagsandthe block-amplitudes.
The LAR parametervaluesare also initialized in a kind of trellis.
However in this casethenumberof statesis not constantastheLAR
1 to 8 arequantizedwith differentnumbersof bits. Thus,the trellis
has64statesat thefirst stepand8 statesat thelaststep.
Now theforwardandbackwardrecursionsarecalculatedasdescribed
for the LTP lags but this time exploiting the intraframecorrelation
betweenneighboredLAR. Note, in contrastto the LTP lagsandthe
block-amplitudes,for the LARs the correlationof different param-
etersis considered(even with differentnumbersof bits). Thus the
correlationmatricesarenot symmetricalany moreandthereforetwo
differentapriori tablesarenecessaryfor

:E��� � " 	 F � �K�
and

:E��� �4F � � " 	 �
respectively.
Interframe correlation: In a secondstepthe time correlationof the
LAR parametersis exploited yielding time predictionprobabilities
for thecurrentframe.
Thepredictionprobabilityof aparameterhaving acertainvaluein the
currentframecanbeestimatedby summingup all probabilitiesfrom
thelastframemultipliedwith thetransitionprobabilitiesfrom theold
valuesto the currentone. The transitionprobability is found in the
timeapriori tablesfor theLAR parameters.
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with the so-called a posteriori probability of the last frame:�;%=�>4?A@3��� � 
I5 + ��� denotingthefinal resultafterparameterestimation
of thepreviousframe.
Finally, to getthea posterioriprobabilities,theabove calculatedpre-
diction probabilitiesneedto be mergedtogether. This is donein a
similar way to the LTP lags and the block amplitudesbut now the
timepredictionprobabilitiesneedalsoto betakeninto account.Thus
for eachparametervalue the a posterioriprobability is the product
of the forward probability, the backward probability, the probability
from thechanneldecoderandthetimepredictionprobability:: ;4=�>4?A@ ��� �B�I��^`S�:IH�J G ��� �K��S*: X J G ��� �B�<S�: G ��� �B�<S�: @ �Z&gf ��� �B�

(6)

with C againbeinga normalizationconstant.Comparedto (4)
:lkm� �B�

hasbeenreplacedby
: @ �1&gf ��� �B�

. The time predictionprobabilities
includethe0thorderstatistics[9]. Theaposterioriprobabilitieshave
to be storedfor the calculationof the time predictionprobabilityof
thenext frame.

Mean Square Estimation
After the last iteration,a meansquareestimationasin [9] is carried
out for eachparameter. In speechcodingasquarederrormeasurelike
the SNR describesthe transmissionreasonablywell. Thus,a mean
squareestimationis moreappropriatecomparedto decodingthemost
probablevalue, especiallyfor the LARs and the block amplitudes.
Due to effectslike pitch doublingthemaximuma posterioriestima-
tion couldbetakenfor theLTP lags.In simulationsit turnedout that
theresultsarealmostthesame.

4. SIMULATION RESULTS

For thesimulationstheGSM full ratetransmissionsystemwasused.
Thisstandardis notchangedandthereforethisapproachcouldbedi-
rectlyappliedto theexistingsystem.WeusedaburstRayleighfading
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channelwhich is a quite goodassumptionfor a typical GSM chan-
nel, like typical urban(TU), low speedandideal frequency hopping
(IFH). At thereceiver sidethedeinterleaver, theiterativedecoderand
thespeechdecoderfollow.

4.1. Exploiting all a priori information

In Fig. (3) thePCMspeechSNRis illustratedwhenexploiting apriori
informationaboutall threeconsideredparametersandusingthemean
squareestimator. For comparisonthedottedline illustratesdecoding
resultfor the standardGSM Full Rate(without any additionalerror
concealment).Thedash-dottedline shows theresultif only theMSE
is applied.The3 upperlinesshow theresultsfor theiterativedecoder
after1, 2 or 3 iterations.More iterationsdonotachieve furthergains.
For typical GSM transmissionconditionsa gain of about2.5 dB in
channelSNRcanbeachieved
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Althoughthetargetof thedecoderis to optimizeparameters,compar-
ing the Bit Error Rate(BER) in Fig. (4) shows a relatively constant
gainin channelSNRof about1.8dB.
TheFrameError Rate(FER) is loweredby ratiosaround1/2, which
correspondsto againof about1 dB in channelSNR.

4.2. Complexity Aspects

For complexity reasonsnot the completedecodermay be imple-
mentedin a futureapplication.Thecomplexity is about5 timesper
iterationhighercomparedto thestandarddecoder.
Thusit is of interesthow decodingstill improvesif only someapriori
knowledgeis exploited. In particular, parameterestimationonly for
theblock-amplitudesstill shows remarkablegainswhich arecloseto
thecurvesabove,whereasexploiting only theLARs or LTPlagslow-
ersthegain.
Anotherapproachis to consideronly themostsignificantbits of the
parameters.In particular, for theLTP parameters(7 bit) this reduces
thenumberof statesandtransitionsin thetrellis for therecursionsa
lot. Neglectingthe2 leastsignificantbitsfor all parameterslowersthe
complexity a lot. It is lessthan2 timesperiterationhighercompared
to thestandarddecoder, i.e. theparameterestimationis lesscomplex
thanchanneldecoding.

5. CONCLUSIONS

We appliedtheconceptof iterative sourceandchanneldecodingthat
exploitssourceresidualredundancy to astandardcommunicationsys-
tem. Theparameterestimationwasdonedirectly on parameterlevel
for the LAR coefficients,the LTP lag andthe block-amplitude.We
found remarkablegainsconsideringthe BER and the speechSNR.
Extensive listening testswith 60 speechsamplesand 20 listeners
showedagainof about2 dB. Theresultsshow thecapabilitiesof low
complexity scalarquantizationtechniquesfor theencoderin combi-
nationwith exploiting apriori knowledgein thedecoder. In particular
for badchannels,thegracefuldegradationof thespeechqualityshows
theadvantagesof thepresentedconcept.
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