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ABSTRACT

A new methodfor designingIIR digital filters with linear
phasein the passbandis proposed.This methodis based
on frequency weightedleast-squareerror optimizationus-
ing theBFGSmethod[15]. Thegradientof thecostfunction
with respectto thedesignparameters,requiredfor the im-
plementationof theBFGSmethod,isderived.Theproposed
methodis startedby obtainingan initial IIR filter design
usingmodelreductionof a linear phaseFIR filter. Based
on this initial designthe cost function is minimizedusing
the BFGS method. An exampleshows that the proposed
methodleadsto verygoodfilter designs.

1. INTRODUCTION

Thedesignof infinite impulseresponse(IIR) filterswith lin-
earphasein thepassbandhasbeenconsideredby many re-
searchersin thelasttwo decades.Theproblemto besolved
is the simultaneousapproximationof both magnitudeand
phasecharacteristics.Theconventionaltechniqueis to first
designanIIR filter thatmeetsthemagnitudespecifications
andthento employ all-passequalizersto linearizethephase
response[1], [2]. Another techniqueis using linear pro-
grammingto directly designIIR filters which meet both
magnitudeandphasecharacteristicssimultaneously[3]. Other
methodsfor designinglinearphaseIIR filters usingmodel
reductionhave beenproposedin the literature,see[4]-[9]
andthereferencestherein.In [10], Holford andAgathoklis
appliedfrequency weightingmodelreductionbasedon the
balancedrealizationand the impulseresponsegramianto

designlinearphaseIIR filters from linearphaseFIR filters.
This techniqueis using input frequency weighting to im-
provetheapproximationin thetransitionregion. For highly
selective filters, it wasshown by numericalexamplesthat
themethodin [10] givesgoodcompromisefor thefilter or-
der, passbandmaximumripple andstopbandminimumat-
tenuation.In [11], BrandensteinandUnbehauenpresented
analgorithmfor theleast-squaresapproximationof FIR fil-
tersby IIR filters. Theexamplesshowed that the approxi-
mationerrorof themethodin [11] is assmallasthatof the
IIR filters obtainedwith the balancedmodelreduction[8]
andthe impulseresponsegramianmodelreduction[7]. In
[12], Lu, PeiandTsengproposeda weightedleast-squares
algorithmfor thedesignof IIR filters includinglinearphase
IIR filters. This algorithmis directly designingIIR filters
ratherthan approximatingFIR filters, and is basedon an
iterative scheme.In [13], Li, Xie, Yan andSohemployed
orthogonalprojectionto improvethedesignof IIR filters.

In thispaper, anew methodfor designingapproximately
linearphaseIIR filters is presented.An initial IIR filter de-
signis obtainedfrom a linearphaseFIR filter satisfyingthe
designspecifications.In mostcases,frequency specifica-
tions areviolatedfirst in the transitionbandduring model
reduction[10]. To improve theapproximationandobtaina
low order IIR filter which still satisfiesthe designspecifi-
cations,a frequency weightederror function is optimized.
This error functionbetweentheoriginal specificationsand
the frequency responseof the IIR designis minimizedus-
ing the Broyden-Flether-Goldfarb-Shanno(BFGS)method
[15], [16], which is the ‘best’ quasi-Newton optimization



method.It is moreefficientthanthesteepestdescentmethod,
theconjugategradientmethodsandDFPmethod.ThisBFGS
methodrequiresthecomputationof the gradientof the er-
ror functionwhich canbederivedbasedon thesolutionof
two Lyapunov equations.In the next sectionthe problem
is formulatedandthenthedesignalgorithmis presentedin
section3. An examplein section4 illustratesthe method
developedandshows thatit leadsto verygooddesigns.

2. PROBLEM FORMULA TION

Considera stable,reachableand observable, linear time-
invariant,� th-orderdigital systemdescribedby thefollow-
ing state-spacemodel�����
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where
4 L �?5:
 is agivenweightingfunctiondescribedby4 L ��56
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Basedon (4), (6) and(7), it is not difficult to show thatJ K L
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The problemconsideredhereis minimizing
J K L

with re-
spectof thecoefficientsof thereducedordermodel � C

, � C
and � C . Thiswill becarriedoutusigtheBFGSmethod[15].

3. WEIGHTED LEAST-SQUARES
APPROXIMA TION

The BFGSmethod[15], [16] requiresthe computationof
thegradientof thecostfunctional

J:K L
for theimplementa-

tion. This is presentedfirst, andthenthe linear phaseIIR
filter designalgorithmis presented.

3.1. Gradient of the CostFunction

Theorem 1: Thegradientof thecostfunction
J6K L

with re-
spectto � C

, � C and � C is givenby� J K L� � C � T v 9 G p x � K�L � K L^|}K L v 9 G p x ~
(11)� J K L� � C � T v 9 G p x � K�L � K L | K L v p � L x ~	 T v 9 G p x � K�L l K L ! L (12)� J K L� � C � T j K�L�|}K L v 9 G p x ~
(13)

Proof: This theoremcanbeprovenbasedon thematrix
differentialrulespresentedin [14]. Detailsareomittedhere
for brevity.

Thegradientof
J K�L

canthusbecomputedusingtheso-
lutionsto thetwo Lyapunov equations(9) and(10) andthe
aboveequations.

3.2. Linear PhaseIIR filter designalgorithm

TheIIR designalgorithmcannow bepresented.TheBFGS
will beusedto minimize

J K�L
andthegradientof

J K L
will

becomputedusingTheorem1.

Algorithm : LinearphaseIIR filter designmethod.



1. Designa linear phaseFIR filter
4 ��56
 satisfyingthe

givenspecificationswith4 ��56
�� (� � \���� � 5H= 0 (14)

2. RealizetheFIR filter
4 ��56
 usingastate-spacemodel

asin (1) where
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3. Conductbalancedmodelreduction[17]-[19] on
4 ��56


(2)with (15)togetagoodinitial solution( � C t � C t � C t ! ),
thentransformit to controllablecanonicalform with� C �F��� p��P����p�� ~ .

4. Selectasuitablefrequency-weightedfunction
4 L ��56


andexpressit as(5) to get( � L t � L t � L t ! L ).

5. Formulatetheweightederrorfunction
4 K L ��56
 in the

form of equations(6) and(7).

6. Calculatethegradientsof thecostfunctionaccording
to (11)–(13).

7. Basedon BFGS algorithm [15], [16] minimize the
costfunction

J K L
toobtainanoptimalsolution( � C t � C ,� C t ! ).

Theobtained( � C t � C t � C t ! ) at step7 is thenan IIR fil-
ter with linearphasein thepassband.In theappendix,the
BFGSalgorithmis given in detail. The choiceof the fre-
quency weightingfunctionis similar to themethodgivenin
[20].

4. EXAMPLE

In this section,an exampleis presentedto show that the
proposedmethodprovidesverygooddesignresults.

A low-passFIR filter of order60, whoseamplitudere-
sponseandphaseresponseareshown in Figure1, hasbeen
reducedto 12th orderIIR filter whoseamplituderesponse
andphaseresponseareshown in Figure2.

Clearly the amplituderesponseof the IIR filter is very
closeto theoneof theFIR filter, andthephaseresponseof
theIIR filter is linear in thepassband.It shouldbepointed
outthattheorderof theresultingIIR filter isonlyonefifth of
theorderof theoriginalFIR filter. This is lower thanmany
othertechniquesfor linearphaseIIR filter designbasedon
modelreduction.
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Fig. 1, theoriginal60th-orderFIR filter

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2000

−1500

−1000

−500

0

Normalized frequency (Nyquist == 1)

P
ha

se
 (d

eg
re

es
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−70

−60

−50

−40

−30

−20

−10

0

10

Normalized frequency (Nyquist == 1)

M
ag

ni
tu

de
 R

es
po

ns
e 

(d
B

)

Fig. 2, theorder-reduced12th-orderIIR filter

5. CONCLUSION

In this paper, a new methodfor designinglinearphaseIIR
filtersisproposed.Thismethodisbasedonfrequency weighted
least-squareerroroptimizationusingtheBFGSmethod.The
gradientof thecostfunctionwith respectto thedesignpa-
rameters,requiredfor theimplementationof theBFGSmethod,
is derived. Theproposedmethodbeginswith obtainingan
initial IIR filter designusing model reductionof a linear
phaseFIR filter. Basedon this initial designthe weighted
leastsquarecostfunctionisminimizedusingtheBFGSmethod.
An exampleshows that theproposedmethodleadsto very
goodfilter designresults.
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7. APPENDIX: BFGSALGORITHM

Initialization�<� ��� �.� � C � 1,1:n
 � ~ , � � ��� �����[���?�����  � 1,1:n
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Iteration

FOR k=0:L
If M1���P�������  M Q A £ , thenStop© � d � �3; ¢ � d � � � d �
line searchalong © � d � giving

�<� d�ª�0 � � �<� d � 	>« � d � © � d �
update� C

by � C � 1,1:n
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recalculate

| K L
with updated� C

in � K L
update� C ���,¬ |`K L � n+1:n+m,1:n
V¬1� @�­ � |`K L � 1:n,1:n
 �
recalculate

� K L
with updated� C in j K L

, update
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 ¡ ~® � d � � �<� d�ª�0 � ; �<� d � , ¯ � d � � � � d�ª�0 � ; � � d �¢ � d�ª�0 � � ¢ � d � 	±° �²	'³V´�µN¶�·�¸�´¹µh¶º³8´¹µh¶» ´¹µh¶ · ³ ´�µN¶½¼ » ´¹µh¶ » ´�µN¶ ·» ´¹µh¶ · ³ ´�µN¶; ° » ´¹µN¶�³8´¹µh¶�·
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END


