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ABSTRACT

A new methodfor designinglIR digital filters with linear
phasein the passbhands proposed. This methodis based
on frequengy weightedleast-squarerror optimizationus-
ingtheBFGSmethod15]. Thegradienf thecostfunction

with respecto the designparametersiequiredfor the im-

plementatiorof theBFGSmethodjs derived. Theproposed
methodis startedby obtainingan initial IIR filter design
using modelreductionof a linear phaseFIR filter. Based
on this initial designthe costfunction is minimized using
the BFGS method. An exampleshaws that the proposed
methodleadsto very goodfilter designs.

1. INTRODUCTION

Thedesigrof infinite impulseresponsélIR) filterswith lin-
earphasen the passbandhasbeenconsideredy mary re-
searcheri thelasttwo decadesThe problemto be solved
is the simultaneouspproximationof both magnitudeand
phasecharacteristicsThe corventionaltechniquds to first
designanlIR filter thatmeetsthe magnitudespecifications
andthento employ all-passequalizerdo linearizethephase
responsg1l], [2]. Anothertechniqueis usinglinear pro-
grammingto directly designlIR filters which meetboth
magnitudeindphasecharacteristicsimultaneously3]. Other
methodsfor designinglinear phasdlR filters usingmodel
reductionhave beenproposedn the literature,see[4]-[9]
andthereferencesherein.In [10], Holford andAgathoklis
appliedfrequeng weightingmodelreductionbasedon the
balancedrealizationand the impulseresponsegramianto

designlinearphasdIR filters from linearphaseFIR filters.
This techniqueis using input frequeny weightingto im-
provetheapproximationin thetransitionregion. For highly
selectve filters, it wasshavn by numericalexamplesthat
themethodin [10] givesgoodcompromisdor thefilter or-
der, passbananaximumripple and stopbandninimum at-
tenuation.In [11], BrandensteirandUnbehauempresented
analgorithmfor theleast-squareapproximatiorof FIR fil-
tershy IIR filters. The examplesshaved thatthe approxi-
mationerrorof the methodin [11] is assmallasthatof the
IIR filters obtainedwith the balancednodelreduction[8]
andthe impulseresponsgramianmodelreduction[7]. In
[12], Lu, PeiandTsengproposeda weightedleast-squares
algorithmfor thedesignof IIR filtersincludinglinearphase
IIR filters. This algorithmis directly designinglIR filters
ratherthan approximatingFIR filters, andis basedon an
iterative scheme.In [13], Li, Xie, Yanand Sohemployed
orthogonabrojectionto improve the designof IIR filters.

In thispaperanewr methodfor designingapproximately
linearphasdIR filtersis presentedAn initial IIR filter de-
signis obtainedrom alinearphaser-IR filter satisfyingthe
designspecifications.In mostcases frequeng specifica-
tions areviolatedfirst in the transitionbandduring model
reduction[10]. To improve the approximatiorandobtaina
low orderlIR filter which still satisfiesthe designspecifi-
cations,a frequeny weightederror function is optimized.
This error function betweenthe original specificationsand
the frequeng responsef the lIR designis minimizedus-
ing the Broyden-FletheiGoldfarb-Shano (BFGS)method
[15], [16], which is the ‘best’ quasi-Nevton optimization



method.It is moreefficientthanthesteepesiescenmethod,
theconjugateggradientmethodsandDFPmethod. ThisBFGS
methodrequiresthe computationof the gradientof the er-
ror functionwhich canbe derived basedon the solutionof
two Lyapunw equations.In the next sectionthe problem
is formulatedandthenthe designalgorithmis presentedn
section3. An examplein section4 illustratesthe method
developedandshawnsthatit leadsto very gooddesigns.

2. PROBLEM FORMULATION

Considera stable,reachableand obsenable, linear time-
invariant,mth-orderdigital systendescribedy thefollow-
ing state-spaceodel

z(i + 1) = Az (i) + bu(4) (1a)
y(i) = cz(i) + du(i) (1b)

with A € R™*™ b € R™*! ¢ € R'*™ andd € R.
The systemtransferfunction canbe expressedn termsof
the constanmatricesas

H(z) =c(zI — A)~'b+d )

The weightedleast-squaresapproximationof H(z) is to
find, for agivenn < m, areducedordersystemwith the
transferfunction

Hp(2) = (21 - Ar)_lbr +d )

whered, € R™*" b, € R™*! ande¢, € RY*™, which
minimizesthefollowing costfunction

Tow = (Hy(2) = HE)Hu ()l (4a)
1 pdz )
- <% 10T ) — HE) )RS ) (4b)

whereH,, (z) is agivenweightingfunctiondescribedy
Hy(2) = cy(2 — Aw)_lbw +dy )

with A,, € R¥** b, € R¥*! ¢, € RY** andd,, € R.

Let H.,(z) be the weightederror function given by
Hew(2) = (H-(2) — H(2))Hy(2), thenH,, (z) canbeex-
pressedy

Hew(z) = Cew(ZI - Aew)ilBew (6)
with
AT 0 brcw brdw
Apw=| 0 A bew |, Bow=| bdw | (72)
0 0 Aw bw

Basedon (4), (6) and(7), it is notdifficult to shaw that
Jew Canbeexpressedy

Jew = (Ce'wKewCZw) : (Sa)
= (Bg;u WewBew) (8b)

M=

whereK.,, andW,,, arethesolutionsto thefollowing two
Lyapuna equations

Kew - Ae'wKewAZw =
Wew - AZwWewAew =

BewB], 9)
CT Corp. (10)

The problemconsiderechereis minimizing J.,, with re-
spectof the coeficientsof the reducedordermodel A, b,
andc,.. Thiswill becarriedoutusigtheBFGSmethod[15.

3. WEIGHTED LEAST-SQUARES
APPROXIMA TION

The BFGSmethod[15], [16] requiresthe computationof
the gradientof the costfunctional J,,, for theimplementa-
tion. Thisis presentedirst, andthenthe linear phasellR
filter designalgorithmis presented.

3.1. Gradient of the CostFunction

Theorem 1: Thegradientof the costfunction J.,, with re-
spectto A, b, andc, is givenby

O0Jew T

i = 2[ I 0] WedeKew [ I 0]°0D)

0Jew T
+2 [ I, 0 ] WewBewdw (12)

0Jew T

e = 20w Kew [ In 0] (13)

Proof: Thistheoremcanbe provenbasedon the matrix
differentialrulespresentedh [14]. Detailsareomittedhere
for brevity.

Thegradientof J.,, canthusbecomputedisingtheso-
lutionsto the two Lyapunw equationg9) and(10) andthe
above equations.

3.2. Linear PhasellR filter designalgorithm

ThellR designalgorithmcannow be presentedTheBFGS
will beusedto minimize J,,, andthe gradientof .J,,, will
be computedisingTheoreml.

Algorithm : LinearphasdlR filter designmethod.



1. Designa linear phaseFIR filter H(z) satisfyingthe
givenspecificationsvith

(14)

2. RealizetheFIR filter H(z) usinga state-spaceodel
asin (1) where

0 0 0 1
1 0 0
A = ,b= (15a)
o - . :
0 0 1 0 0
c = [h1 ho --- hm],d:ho. (15b)

3. Conductalancednodelreduction17]-[19] on H(z)
(2) with (15)to getagoodinitial solution(4,, b, ¢, d),
thentransformit to controllablecanonicaform with
b, =[10---0]7.

4. Selectasuitablefrequeng-weightedfunction H,, (z)
andexpresst as(5) to get(Ay, by, Cw, dw)-

5. Formulatetheweightederrorfunction He,,(2) in the
form of equationg6) and(7).

6. Calculatethe gradientof the costfunctionaccording
to (11)—(13).

7. Basedon BFGS algorithm[15], [16] minimize the
costfunctionJe,, to obtainanoptimalsolution(A,., b;.,
cry d).

The obtained(A,, b, ¢, d) atstep7 is thenanlIR fil-
ter with linear phasen the passbandlIn the appendixthe
BFGS algorithmis givenin detail. The choiceof the fre-
gueng weightingfunctionis similarto themethodgivenin
[20].

4. EXAMPLE

In this section,an exampleis presentedo shav thatthe
proposednethodprovidesvery gooddesignresults.

A low-passFIR filter of order60, whoseamplitudere-
sponseandphaserespons@areshovn in Figurel, hasbeen
reducedo 12th orderlIR filter whoseamplituderesponse
andphaseesponsareshavn in Figure2.

Clearly the amplituderesponsef the lIR filter is very
closeto the oneof the FIR filter, andthe phaseresponsef
thellR filter is linearin the passbandlt shouldbe pointed
outthattheorderof theresultinglIR filter is only onefifth of
theorderof theoriginal FIR filter. Thisis lowerthanmary
othertechniquedor linearphasdlR filter designbasedon
modelreduction.
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Fig. 2, theorderreducedL2th-ordedIR filter

5. CONCLUSION

In this paper a new methodfor designinglinear phaselR
filtersis proposedThismethods basednfrequenyg weighted
least-squarerroroptimizationusingtheBFGSmethod.The
gradientof the costfunctionwith respecto the designpa-
rameterstequiredfor theimplementatiorof theBFGSmethod,
is derived. The proposedmethodbeginswith obtainingan
initial 1IR filter designusing model reductionof a linear
phaseFIR filter. Basedon this initial designthe weighted
leastsquarecostfunctionis minimizedusingtheBFGSmethod.
An exampleshaows thatthe proposednethodleadsto very
goodfilter designresults.
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7. APPENDIX: BFGSALGORITHM

Initialization
w® = [4,(1,1:0]7, ¢© = [Ww (1,1: n]
PO =T 0, e=10"% k=0, L=10
Iteration
FOR k=0:L
If |55 l2 < €, thenStop
sk = — p(#) g(k)

line searchalongs(®) giving w*+1) = w*) 4 ok k)
updated, by A,(1,1:0) = [w*+D]T

recalculatek,,, with updatedA,. in A,

updater, = cx Kep(N+1:n+m, 1:0xinv[ Ky (1:n,1:0]
recalculatd¥,,, with upgatedcr in Cey, update,,,
g+D) = [Zee (1,10

5k = qp(k+1) _ gp(k) AB) = gk+1) _ g(k)

)T pe) (k) | s(k)s(0)T
(k+1) — p(k) o Py 6204
P P+ 11+ 50T (k) 50T (k)

| 8@ 4T pli) 4 p(k) () 50)T
ST (k)

END



