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ABSTRACT

This paper proposes a speech recognition and an enhance-
ment system for noisy car environments based on a mi-
crophone array. In the system, multiple microphones are
arranged in 2-dimensional space, surrounding the interior
of a car, and the speaker’s location is first estimated by our
proposed HE (Harmonic Enhanced) 2-D MUSIC (MUltiple
SIgnal Classification). Then, 2-D Delay and Sum (DS) is
applied to enhance the target speech. Such pre-processing
makes robust speech recognition in noisy car environments
possible. In the proposed system, not only a driver, but
also a fellow passenger can control car electronics by their
voices no matter where they are. This is an advantage of
the system as well.

The results of the simulation and the preliminary exper-
iment in a real car environment are presented to confirm the
validity of our proposed system.

1. INTRODUCTION

Hands free speech recognition and enhancement in cars are
important tasks for voice control of car electronics like nav-
igation system, car audio, hands-free mobile phone and so
forth. They are also crucial from the traffic safety point of
view|[1].

In the car environments, there are various noises like
ambient background noise that depends on speed of the
car, state of the road, position of the windows and so on.
Music from the car audio, horns, and directional indicators
also degrade speech signals. These noises sometimes make
the SNR as low as -15 dB in our experiments. In such noisy
environments, error rate of the speech recognition increases
enormously. Moreover, since the SNR is quite low, it is more
difficult task to remove the noise compared to an indoor
environment. A lot of studies have been done to overcome
the problem|[2]-[6], however, further efforts are required to
improve the performance of hands free speech recognition
and enhancement.

In this paper, a speech recognition and an enhancement
system for car environments is proposed. The system 1is
based on a microphone array. A number of microphones are
arranged in 2-dimensional space, surrounding the interior
of a car, and the speaker’s location is estimated by our
proposed HE 2-D MUSIC. Then, 2-D Delay and Sum (DS)
is applied to mitigate the interference. Such pre-processing
makes robust speech recognition in noisy car environments
possible. Another advantage of the method is that it is
possible to recognize not only the voice from a driver’s seat
but also the voice from a passenger seat or a back-seat. The
results of the computer simulation are shown to confirm the
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validity of our proposed system. We also present the result
of preliminary experiment in a real car environment.

2. PROPOSED SYSTEM

2.1. System Overview

The outline of the proposed speech recognition and the
enhancement system is shown in Fig.l. In the system,
speaker’s position is first estimated from the array input
signals by HE 2-D MUSIC described below. The speech
signal is emphasized in the DS part based on the estimated
speaker’s location. The processed speech is recognized at
the speech recognition part. When the clean speech is re-
quired, like hands-free mobile phone, it is synthesized using
the extracted pitch and the recognition results. The synthe-
sized speech is used as an enhanced speech instead of using
the output of the DS part directly. This is because the
speech signal obtained by the DS part does not have suffi-
cient quality in hearing. Moreover, very low bit-rate speech
coding based on HMM](§] is applicable to this scheme.

2.2. Estimation of Speaker’s location
2.2.1. Harmonic Enhanced 2-D MUSIC

In general, the direction of arrival (DOA) estimation method
like MUSIC considers a planar wave from certain direction
6. In order to apply the MUSIC method to speaker’s posi-
tion estimation in cars, the spherical wave from coordinates
(z,y) should be considered, since it is a near field problem.

Now, let Sy(f,£) be the Fourier transform of a source
signal s,(t) at a certain frame ¢, where f denotes a fre-
quency. The sound source is located at the point (x4, y,).
Then, the Fourier transform of the input signals to A/ num-



ber of microphones can be written as
[Sa(£, 0727770 - Sy (f )2 =T
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and Z;,y; denote the coordinates of the i-th microphone.
Assuming that there exit K localized sound sources, the
input vector of the array can be expressed in time-frequency
domain as

K-1
S(£,0) = Sy(f, 0dy(frz,5) + N(F),  (4)

7=0

where IN(f) denotes an uncorrelated noise. Then M x M
matrix R, (f, ), which corresponds to the noise subspace, is
calculated using eigenvectors V(f) = [Vo(f) --- Vmr—1(f)]
of the covariance matrix R(f,f) of S(f,f) as follows;

M-—1
Ru(f,0)= > ViHV(F), (5)
m=K

where * stands for Hermitian transpose. Here, the speaker’s
location at a certain frame ¢ can be estimated by maxi-
mizing the following function P(f,z,y) over the whole fre-
quency;

P(f,,y) = - .

(fv:l"v y)*Rn(f7 é)dQ(fv:I:7 y)

When only one sound source(speaker) exists, it is easy to
find the speaker’s location, since MUSIC function P has
only one peak. Although we assume that two or more peo-
ple don’t speak at once, P has multiple peaks in practice
because of the noises such as car audio, radio and so forth.
In such case, it is hard to distinguish the speaker’s position
from the location of undesired noise. To solve this prob-
lem, we use harmonic structure of the speech. First, the
fundamental frequency(F0) is estimated using the method
described below. Then, we add up the MUSIC functions as

follows:

(6)
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where Fy and k denote the fundamental frequency and a
positive integer, respectively. Eq.(7) means that P(z,y) is
a sum of MUSIC functions P(f, z,y) at which the frequency
f is in an integer multiple of estimated Fp. Fig.3 shows the
MUSIC function of HE 2-D MUSIC (a) and that of 2-D
MUSIC (b). From the figure, one can see that (a) has only
one peak whereas (b) has multiple peaks because of the car
audio.

To avoid calculating eigenvectors k times, we use the
model expansion[7]. In this method, the eigenvector V .. (f)
is expanded over the basis functions g, (f) as

N
Vilf) =Y Vanga(f), me{K, -, M =1} (8)
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where V., denotes n-th expanded eigenvector. In order
to obtain the frequency dependent eigenvectors Vi, (f), M
input signals at a certain frequency f are expanded over
gn(f). Then, the covariance matrix of an expanded in-
put signals is diagonalized to obtain frequency independent
Vmn. Finally, set of vectors V,,,(f) can be computed by
Eq.(8). In later experiments, we use gn(f) = (f — 1/4)"
with N =1, where f represents normalized frequency (f €
{0 --- 1/2}). Fig.2 illustrates the details of HE 2-D MU-
SIC.

2.2.2. Microphone Selection and Pitch Estimation

To use the harmonic structure, a fundamental frequency
Fo must be estimated. Prior to the Fy estimation, we
must decide which microphone to use for the pitch detec-
tion part. Four microphones are chosen according to their
powers. Then Fj is estimated using the inputs signals of
selected four microphones separately and Fy with highest
confidence measure Cpizch [9] is selected. Spectrum comb
analysis is used to detect Fp, since the method requires low
computational cost and has robustness to noise. The con-
fidence measure Cpitch as in [9] is used for voiced /unvoiced
classification. When the current frame is classified as un-
voiced, we interpolate the results of preceding and following
frames, since HE 2-D MUSIC is not applicable. The speech
period is also detected by using both confidence measure
Cpitcn and power of the frame.

2.2.8. Verification
The result of HE 2-D MUSIC (estimated speaker’s location)

is verified by the following confidence measure Crrusic;

maz[P(z,y)] — mean[P(z,y)]
maz[P(z,y)] '

(9)

Crmusic =

where maz[P(z, y)] and mean[P(z, y)] denotes a maximum
value and an average of P(x,y), respectively. When Ci,ysic
< 0.5, the estimated coordinate is discarded and is interpo-
lated using the results of foregoing and following frames.

2.3. Delay and Sum (DS) Beamformer

The DS emphasizes the target speech by adding an appro-
priate amount of delays to the input signals followed by
summing them up. As a result of delay compensation, main
lobe is formed to the coordinate of the speaker’s location
that is estimated by the HE 2-D MUSIC method at each

frame. This results in an enhanced speech. In our spherical
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Figure 3: MUSIC Function P. (a)Using a harmonic struc-
ture. (b)Without using a harmonic structure.

model, frequency response of DS at (x,y) can be written as
follows:

Hey(f) =

M-—-1

Z [wm A

where

(z,y) exp{—=j27 f(Dm (2, y)/c = Tm)}], (10)

Dm(.T, y) = \/(I - 'im)z + (y - g’m)2,

and w,, denotes a weight to m-th microphone. A,,(z,y)
represents a function, which corresponds to an attenuation
of sound (it is inversely proportional to D,,(z,y) in gen-
eral). Appropriate choice of wy, can improve the magni-
tude response of DS, however, we use an unit weight in the
later experiments, since it is difficult to obtain a suitable

m- As is well known, the DS does not work sufficiently at
low frequencies. Therefore the components below 100[Hz]
are filtered out, since it has little importance for speech
recognition.

3. SIMULATED DATA EXPERIMENT

3.1. Conditions for the simulation

The computer simulation of our proposed system was car-
ried out to evaluate the performance. Sixteen microphones
were assumed to be arranged as in Fig.4. The sampling
rate is 16 kHz and the speech data was synthesized as if the
speaker had been located at (0.2, 0.2), which corresponded
to the left rear seat. The background noise, which was
recorded in the real car, was added to each input speech.
We also added the sound of music as the directive noise.

For the speech recognition part, we used five state left-
to-right HMMs. Feature parameters contain 16 dimensional
MFCCs, 16 dimensional A MFCCs, log energy and A log
energy. Each model is re-estimated by the high-pass filtered
speech (male speaker’s 201 sentences).

3.2. Speech Recognition Experiments

The word recognition was performed under various SNRs.
We used 119 words (voice commands such as, turn on a
radio, turn the volume up, etc.) spoken by three male
speakers. The recognition results are given in Fig.5. The
results for an un-processed speech (original input) are also
presented for a comparison purpose. From the figure, the
improvement in the word recognition rate can be seen in all
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Figure 4: Configuration of microphone array in the car.
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Figure 5: Word recognition rates in various SNRs

SNRs. We have compared the proposed method with Non-
linear Spectral Subtraction (NSS) as well. NSS has shown
to be effective in the car speech recognition [2] and widely
used. The results suggest the effectiveness of the proposed
method.

4. PRELIMINARY TEST IN THE CAR

4.1. Settings

We have tested the system under a real car environment
as a preliminary test. The car is equipped with 16 micro-
phones, 16 channel amplifier, 16 channel A/D converter,
laptop PC, and a power supply. Microphones are mounted
equally spaced (20 cm) on the front and both sides of the
car as in Fig.4. Fig.6 shows the inside of the car, in which
we collected the speech data. Three people (a driver, a
passenger on the side seat, and a passenger on the back
seat) rode in the car. The car was driven about 70 km/h
during the speech period. Speech data was collected under
various conditions like radio on/off, window open/close, air
conditioner on/off, and their combinations.

4.2. Estimation of Speaker’s Location and DS

The collected speech data were processed in an off-line man-
ner. Fig.7(a) and (b) shows z and y coordinates of esti-
mated speaker’s location at each frame. In this example,
the speaker is a male on the side seat and he was asked to
fix his mouth position nearly at the point (0.3,0.7). The
radio was on and windows were opened. The figure shows
that the speaker’s position can be estimated almost cor-
rectly even under such a cruel condition.



Figure 6: The car used in our experiment.
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Figure 7: Estimated speaker’s position

Fig.8 (a), (b), and (c) illustrates the speech waveform
recorded with one microphone (closest to the speaker), the
waveform after high-pass filtering (components below 100
Hz are filtered out), and the speech waveform after DS pro-
cessing, respectively. From the figure, it turns out that the
proposed system worked well under the real car environ-
ments.

5. CONCLUSION

In this paper, we proposed HE 2-D MUSIC and its applica-
tion to a speech recognition and an enhancement system for
noisy car environments. We showed that the combination
of HE 2-D MUSIC and 2-D DS improves the word recogni-
tion rate through the simulation. Results of the preliminary
experiment in a real car environment was also presented.

Speech recognition experiments using real data (now in
progress), consideration of an array configuration, and in-
vestigation of the speech synthesis part are left for future
research. Moreover, the experiment should be continued
using a larger speech data collected in various car environ-
ments.
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