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ABSTRACT

A novel predictive lossless coding scheme is proposed.
The prediction is based on a new weighted cascaded
least mean squared (WCLMS) method. WCLMS is
especially designed for music/speech signals. It can
be used either in combination with psycho-acoustically
pre-�ltered signals (an idea presented in [1]) to obtain
perceptually lossless coding, or as a stand-alone lossless
coder. Experiments on a database of moderate size and
a variety of pre-�ltered mono-signals show that the pro-
posed lossless coder (which needs about 2 bit/sample
for pre-�ltered signals) outperforms competing lossless
coders, WaveZip, Shorten, LTAC and LPAC, in terms
of compression ratios.

1. INTRODUCTION

In [1, 2] a new scheme for perceptual lossless coding of
audio signals was proposed. It is based on pre-�ltering
an audio signal with a frequency response inverse to the
psycho-acoustic masked threshold. This pre-�ltering,
followed by a quantizer, removes the irrelevance of the
signal. This stage is followed by a lossless coder to
reduce the redundancy of the signal. This separation
of the coder into two main stages has several advan-
tages, e.g., both stages can be optimized independently
of each other. This leads for instance to a better per-
formance for speech signals compared to conventional
audio coders, such as Bell Labs' PAC [3], which makes
this scheme also more suitable for communications ap-
plications.

In [1, 2] the pre-�lter is described. In the present
paper a lossless coder for the redundancy reduction
part is described. For bandwidth constraint applica-
tions we emphasize compression ratio over complexity.
To make it suitable for communications applications,
our goal is also a low possible encoding/decoding delay.
Current lossless coders are usually based on blockwise
prediction or transforms, which increases the encod-
ing/decoding delay. Further, they have limited length
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prediction (often for complexity reasons), which limits
the compression ratio. For these reasons we are looking
at backward adaptive prediction (instead of blockwise
prediction).

We present our lossless coder mainly in the context
of pre-�ltered audio signals, but we found that it is
also e�ective as a stand-alone lossless coder for audio
signals.

2. LOSSLESS CODING BASED ON WCLMS

The new prediction method Weighted Cascaded LMS
(WCLMS) can be described in three steps as follows.

Normalized LMS Prediction. LMS is a well known
fast stochastic gradient algorithm to minimize adap-
tively the least squared prediction error or residual.
Its complexity is linear in the order of the predictor.
Its applications have been wide, including on-line au-
tomatic control, signal processing, and acoustic echo
cancellation (cf. [4]).

Let x(n) be the signal at time n, and xT (n) is de-
�ned as xT (n) := [x(n�L+1); :::; x(n)] where L is the
order of the prediction. An L'th-order predictor is of
the form

P (x(n� 1)) = xT (n� 1) � h(n); (1)

where h(n) is the L-dimensional vector of predictor co-
eÆcients at time n. We update h(n) with the normal-
ized LMS:

h(n+ 1) = h(n) +
e(n)

1 + �jjx(n� 1)jj2
x(n� 1): (2)

with e(n) beeing the prediction error. This is a special
case of the normalized LMS [4], i.e. we use only one
tuning parameter � to trade o� adaptation speed and
accuracy. Our experience shows that this works well for
15 � � � 25 and across a variety of pre-�ltered sound
signals, which we usually observed in the range of about
-20 to 20 (determined by the pre-�lters psycho-acoustic
model).



Cascade of the predictors. Cascaded adaptive pre-
dictors have been used and described before, e.g. in [5].
Here the prediction error of one predictor is used as in-
put for the next predictor. These cascades have advan-
tages in terms of adaptation speed, prediction accuracy,
and numerical stability. But so far, only the output of
the �nal stage of a cascade was used as \end result" for
further processing. For our application the essential ad-
vantage of the cascade is the availability of predictors
of di�erent orders as \taps". Speech/audio signals have
varied orders of correlations. Very non-stationary sig-
nals like sounds from castanets need a short predictor
that is able to track the signal fast enough, whereas
more stationary signals as sounds from 
utes require
higher prediction orders to accurately model the signal
with all its spectral details. In our predictive coding
application, we apply the LMS prediction three times,
leading to the predictors P1, P2 and P3 as follows.

Since the residuals e1(n) of the �rst predictor are
not integers but 
oating point numbers, they cannot
be reproduced and stored in �nite precision without
losing accuracy. This was not a problem for a single
LMS since its input x(n) are integers (PCM signals).
However, in the second and third stages in cascading
LMS, the non-integer residuals are chosen as the in-
puts to improve the accuracy of their prediction. But
when the encoding and decoding sides have di�erent
rounding precisions, we are not able to synchronize the
two sides and the encoder and decoder will produce
di�erent outputs. We solve this problem by limiting
the precision of the residuals in a de�ned manner, e.g.
using 8 bit precision after the fractional point.
Predictive MinimumDescription Length weight-

ing. By using the cascade of predictors one of the main
issues is how to select or combine these predictors. One
powerful technique based on Bayesian statistics uses
weighted combinations for a superior prediction perfor-
mance (cf. [6]). Using this approach the model-based
predictors Pi can be combined into

X

i

wiPi; wi � 0;
X

i

wi = 1 (3)

where wi is the posterior (i.e. based on the observed
data) probability that Pi is \correct" given data to
date, which can be viewed as a measure of the goodness-
of-�t of the model or predictor Pi. This can be seen
as a "soft" model switching. Model based prediction
uses a joint distribution postulation of the signals, un-
like our non-model based LMS prediction. To obtain or
estimate the probability wi for non-model based predic-
tor Pi we will use the weights based on the predictive
Minimum Description Length (MDL) principle or the
PMDL weights. When the predictors are model-based,
the precise asymptotic equivalence of PMDL and the
Bayesian approach can be found e.g. in [7], but PMDL

also covers the non-model based predictors as follows.
We found that the probability density function (pdf)
of the prediction error ei(n) = x(n)�Pi(x(n� 1)) can
be approximated well with a Laplacian distribution for
our data:

pdf(ei(n)) / e�cjei(n)j;

with some (real) parameter c > 0. This exponentiated
prediction error based on Laplace distribution can now
in turn be used as the PMDL weight wi of predictor
Pi. To adapt to the nonstationarity of the signal, we
consider a vector of the past prediction error values
(with a \forgetting factor" �) and its joint pdf. This
leads to our actual estimate of the weight wi:

wi(n) / e
�c(1��)

P
1

i=1
jei(n�i)j��(i�1)

: (4)

Heuristically, these weights reward predictors with good
past prediction performance. For our experiments we
chose c = 2 and � = 0:9.

Since the input signal is integer valued, we round
the weighted predicted value to obtain an integer-valued
�nal WCLMS predicted value. The entire process is
shown in the diagram of the WCLMS predictor, Fig.
1, with the rounding in block Q. The encoder is de-
picted in Fig. 2 and the decoder is shown in Fig. 3. A
sensitivity to transmission errors can be countered e.g.
by periodic reset of the predictor.

The integer valued residuals after prediction can be
encoded using entropy coding. We used a block based
Hu�man coder, but for instance an adaptive Hu�man
coder can be used as well. As can be seen in the �gures,
the predicted value is available to both ends, so that
the transmission of the residuals is enough to recover
the signal x(n).

3. APPLICATION TO PRE-FILTERED

SIGNALS

This section assesses the performance of the WCLMS
coder when applied to mono-signals processed by the
psycho-acoustic pre- and post-�lter described in [1, 2].
We compare our method with the benchmark lossless
schemes LTAC [8], which is a Transform based lossless
coder, LPAC [9], which is based on (block) prediction,
Shorten [10], which is based on polynomial (block) pre-
diction, and Wavezip [11]. LTAC has a coding part
closest to traditional audio coders, because it uses a
transform for compression. Meridian Lossless Packing
is a lossless coder (also based on prediction) which was
recently adopted for use on DVD audio [12]. But since
it is more intended for higher sampling rates and we
had no evaluation copy available, we did not include
it in our comparison. A database of moderate size is
chosen to assess WCLMS and the benchmark coders
performance in terms of bit rates. The database con-



tains about 50 pieces of music, speech and mixed mu-
sic/speech with sampling rates 8, 16, and 32 kHz.

For all the WCLMS results, the tuning parameters
are set to be the �xed � = 20 and c = 2. Exten-
sive experiments on the data base found that a good
combination of orders is 200 for the �rst stage, 80 for
the next, and 40 for the �nal stage. This combination
works well for di�erent signals and at di�erent sam-
pling rates. A heuristic explanation for this combina-
tion is as follows. For most if not all the pieces in the
database, there is a dominant pattern which is close to
stationary and hence requires a high order to capture.
After this dominant pattern is removed with the �rst
stage LMS predictor of order 200, other features get to
show. So the �rst residual predictor of order 80 at stage
two tailors itself to this feature, which is more detailed,
followed by the �nal predictor of order 40. We found
it interesting to observe that the reverse sequence of
orders does not perform as well.

Table 1 gives a comparison of our WCLMS scheme
with �xed LMS predictors for a subset of our database
for di�erent sampling rates (32, 16, and 8 kHz). Here
it can be seen that the best �xed predictor order varies
depending on the signal. But in all cases the WCLMS
leads to lower bit-rates, even though the order of the
highest �xed order predictor is higher than the total
order of the WCLMS (400 vs. 320), and the lowest
order predictor is lower than the lowest order section
in WCLMS (10 vs. 40).

Table 2 shows a comparison of our lossless compres-
sion scheme WCLMS (200,80,40) to the other widely
used general purpose lossless coders, applied to the out-
put of the psycho-acoustic pre-�lter. In this table chart
is pop music; 16cj is classical jazz; mixed is speech with
background music; spot2 is a commercial containing
speech.

Clearly, our WCLMS coder gives the best coding
rate for every signal in the table: roughly, a 10 % im-
provement over the second best LPAC, a 20% improve-
ment over LTAC, a 25% improvement over Shorten,
and a 35% improvement overWaveZip which is a widely
used PC sound compression software. Similar results
hold for other samples in our database. We observed
that the peak rates do not rise much above the aver-
age values because of the \compressing" nature of the
pre-�lter. Moreover, it is interesting to observe here
that LPAC, which is similar to LTAC but based on
prediction, performs better for most signals than the
transform based LTAC.

4. CONCLUSIONS

We presented a lossless compression scheme which is
based on weighted cascaded backward prediction. The
weighting is derived from Bayesian statistics. Although

Order LMS 10 LMS 80 LMS 400
WCLMS
(200,80,40)

32kHz

chart 2.18 2.11 2.02 1.94
16cj 2.38 2.21 2.10 1.99
mixed 2.29 2.25 2.25 2.16
spot2 2.06 2.06 2.08 1.96
16kHz

chart 2.38 2.22 2.19 2.01
16cj 2.66 2.30 2.29 2.07
mixed 2.40 2.36 2.37 2.28
spot2 2.32 2.32 2.35 2.21
8kHz

chart 2.50 2.22 2.26 2.03
16cj 2.83 2.25 2.35 2.06
mixed 2.42 2.37 2.41 2.31
spot2 2.39 2.37 2.43 2.31

Table 1: The resulting bit-rate in bit/sample for dif-
ferent �xed length LMS predictors and for weighted
cascaded LMS with sections of length 200,80,40, on
pre-�ltered signals

this scheme has a higher complexity than other lossless
coders, and depending on the implementation can be
sensitive to bit-errors, we found that it has a clearly
higher compression ratio, which is important e.g. for
bandwidth constraint channels. Further it allows for
a low encoding/decoding delay, which is important for
communications applications.
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Figure 1: The WCLMS predictor. Input x(n), output P (x(n� 1)).

WCLMS LPAC LTAC Sho. WZ.
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Table 2: Comparison of the weighted cascaded pre-
diction (200,80,40) and coding with other widely used
lossless compression schemes, using pre-�ltered signals.
Bit-rate in bit/sample. Sho.: Shorten, WZ.: WaveZip.

x(n) e(n)--

WCLMS

6

L

�

P

Figure 2: The WCLMS lossless encoder (input x(n),
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Figure 3: The WCLMS lossless decoder (input e(n),
output x(n)).
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