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ABSTRACT

Compression on a watermarked image can significantly
affect the detection of the embedded watermark. To show
that a particular watermarking scheme is robust against com-
pression, simulation is often relied upon. In this paper, we
investigate this problem analytically. We first characterize
the noise introduced by JPEG compression. We then pro-
pose a maximum a posteriori (MAP) detector, analyze its
performance, and demonstrate that it has superior perfor-
mance over the correlation detector.

1. INTRODUCTION

The detection of the presence or absence of a watermark
embedded in an image is often affected if the watermarked
image has undergone compression. Compression can also
be considered as an attack on watermarked images [1]. Partly
because it is difficult to analyze the effect of compression on
the detection of watermarked image, past investigations of
this problem have relied heavily on simulation. In this pa-
per, we analyze the effect of JPEG compression on a well
known watermark scheme. Noise is introduced by JPEG
compression when the block-wise DCT coefficients are quan-
tized. The statistics of this quantization noise generally de-
pend on the statistics of the input source, and cannot be
modeled merely as additive white Gaussian noise. Mod-
eling of the quantization noise is presented in Section 3 and
used in a maximum a posteriori (MAP) detector proposed
in Section 4. The performance of the MAP detector is ana-
lyzed and, as expected, is shown to have better performance
than the commonly used correlation detector. Experimental
results are presented in Section 6.

We assume the image is of size NxN pixels. (The case
of non-square arrays are handled similarly.) We need to deal
with two kinds of DCT’s. The first is that of the entire im-
age; it is also a 2D array of size NxN. The second is a block-
wise DCT or BDCT, which is obtained by first dividing the
image into blocks of MxM pixels (M=8 in JPEG), and then
taking the DCT of each block. The result is also a 2D array
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of size NxN. To study the statistical properties of images
and its transforms, it is convenient sometimes to convert the
2D array into a 1D vector. This can be done by taking the
rows in successive order. Another way is to divide the 2D
array into blocks, arrange all blocks in a 1D array, and con-
vert each block to a vector. When the vectorξ is the realiza-
tion of a random variableξ, we sometimes useξ to represent
either case for simplicity. When not all entries in a vectorξ
are involved in a computation, it is convenient to make use
of a select operationS on the vector to pick out only those
element of interest:S ξ. For convenience, we may at times
use the same symbol to denote the different representations
of the same object, if the meaning is clear from the context.
Thus,y may denote the NxN array of pixels, or a 1D vec-
tor of all the pixels. Similarly,ξ may denote a vector or a
smaller vectorS ξ.

2. SPREAD SPECTRUM EMBEDDING IN
FREQUENCY DOMAIN

In this section, we investigate a specific watermark scheme
proposed in [2]. Similar analysis can be carried out for other
schemes. In this scheme, the DCT of the entire host image is
taken and the largest K coefficients, denoted byx , are mod-
ified to embed a watermarkw . An often used watermark
is a spreading sequence of normalized Gaussian distributed
random numbers, generated from a key. It is embedded ac-
cording to:

y = (1 +α ·w )x . (1)

That is, the original K largest coefficientsx is replaced by
the K modified coefficientsy . The inverse DCT of the
entire NxN array is the marked image. The masking fac-
tor α is adjustable, to make the watermark invisible. This
method inserts a single watermark in the entire image, sim-
ilar to using spread spectrum for transmitting one bit infor-
mation. The detector decides whether or not a test image
contains the specific watermark. This is done by subtract-
ing the original image from the test image, taking the DCT
of the difference, and selecting the prescribed set of K co-
efficients to form the test watermark, denoted byŵ . It is



compared with the original watermark w using correlation:

sim(w , ŵ ) =
〈ŵ ·w 〉√
〈ŵ ·w 〉

, (2)

where〈·〉 denotes inner product.

3. NOISE DUE TO JPEG COMPRESSION

The block diagram of Figure 1 depicts watermark embed-
ding, followed by JPEG compression and watermark de-
tection. A watermarkw is embedded in the DCT of the
image to obtainy , which is then transformed into image
domain by inverse DCT. JPEG compression takes the 8x8
block DCT of the marked imagez , quantize the coefficients
f , and produce the distorted coefficientsf̃ . An 8x8 block
inverse DCT then gives the compressed and watermarked
image,z̃ . To detect the watermark, the DCT ofz̃ is taken
and subtracted from it the DCT of the original imagex .

As the blocks labeled with IDCT and 8x8 BDCT are
linear operations,f can be related toy via

f = H y , (3)

whereH is the linear transformation matrix. Similarly,

ỹ = H −1f̃ (4)

The major source of error is due to quantization of the 8x8
block DCT coefficients in JPEG compression. The error
introduced can be approximated as an additive noisenf ,
whose statistics depend in general on that of the input source
and the quantization step size∆. The value of∆ is posi-
tion dependent in a 8x8 block. DCT coefficients of images
without watermark can be modeled by Generalized Gaus-
sian or Laplacian distribution [3]. When an image indepen-
dent watermark is embedded in the image, the marked im-
age can be viewed as dithered signal added before the quan-
tizer. Dithered quantizer was analyzed in [4]. However, the
watermark inserted according to Eq. 1, is dependent of the
original image, making the analysis of [4] invalid.

3.1. Watermark absent

When there is no watermark, the first and second order statis-
tics of the quantization noisenf are given by

E{nf0} = −j
∞∑

n=−∞
n 6=0

(−1)n

u
Φf (u) |u= 2nπ

∆
, (5)

E{n2
f0
} =

∆2

12
+

∞∑
n=−∞
n 6=0

2(−1)n

u2
Φf (u) |u= 2nπ

∆
,

whereΦf (u) is the characteristic function of the block DCT
coefficientsf . Since Laplacian or generalized Gaussian dis-
tribution will be used to calculate the characteristic function,
the quantization error in this case has zero mean.
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Fig. 1. Watermarked image going through JPEG
compression-decompression

3.2. Watermark present

When watermark is present, we keep the notationf to repre-
sent the block DCT coefficients of the original image. The
quantity to be quantized is now

fw = H y = H (x (1 +αw )) (6)

= H x + H (αw x ) = H x + wH ,

wherewH = H (αw x ).
Note thatw is Gaussian with zero mean. So for a given

image,fw is Gaussian with meanH x and certain variance
that can be computed fromwH . We do so by modeling
the blocks individually. As in the no-watermark case, the
first and second moments of the quantization error can be
calculated from

E{nf1} = −j
∞∑

n=−∞
n 6=0

(−1)n

u
Φfw(u) |u= 2nπ

∆
, (7)

E{n2
f1
} =

∆2

12
+

∞∑
n=−∞
n 6=0

2(−1)n

u2
Φfw(u) |u= 2nπ

∆
,

V ar{nf1} = E{n2
f1
} − E{nf1}2,

whereΦfw(u) is the characteristic function offw , which
can be obtained by computing the meanH x and the vari-
ance ofwH .

Note thatnf1 andwH are dependent. It will be seen
later in Section 5 that this dependency will affect the perfor-
mance of the MAP detector. The correlation betweennf1

andwH can be obtained by

E(nf1 · wH) =
d2

dudv
Φf̃wfw |u=0,v=0 −E{fw2} − fE{nf1},

(8)



wheref is the block DCT coefficient of the original image,

Φf̃wfw =
∞∑

n=−∞
Φfwfw(u+

2nπ
∆

v)
sin ∆

2 (u+ 2nπ
∆ )

∆
2 (u+ 2nπ

∆ )
. (9)

Φfwfw(u, v) can be calculated from the auto-correlation func-
tion of fw .

The quantization noisenf propagates to the input of the
detector via linear transformationH . Therefore, if the noise
at the input of the detectorny is ỹ − y , its covariance ma-
trix Cny can be expressed as

Cny = H −1Cnf
H , (10)

whereCnf
is the covariance matrix fornf .

4. MAXIMUM-A-POSTERIOR (MAP) DETECTOR

A MAP detector which uses statistical knowledge of the sig-
nal and noise would give superior performance over a cor-
relation detector. The detector tests hypothesisH0 (water-
mark not present) against hypothesisH1 (watermark present):{

H0 : no watermark (ŵ = n0 ),
H1 : watermark present (ŵ = w + n1 ). (11)

Heren0 is the noise at the detector when there is no water-
mark andn1 is the noise when watermark is present. The
detector uses the following log likelihood function

l(ŵ ) = ln
p1(ŵ |H1)
p0(ŵ |H0)

, (12)

where p1 and p0 are respectively the probability density
functions of the test watermark (ŵ ) under the hypotheses
H0 andH1. If the noisesn0 and n1 are assumed to fol-
low Gaussian distributions with covariance matrixC0 and
C1 respectively, Eq. 12 reduces to

l(ŵ ) = ŵ TC0
−1ŵ − (ŵ −w )TC1

−1(ŵ −w ).
(13)

The matricesC0 and C1 are quite large. For images
of size256 × 256, C0 andC1 are(256)2 × (256)2, which
would require 32GB storage for double-precision computa-
tion. To simplify subsequent calculations, we shall use the
approximation thatC0 = C1 = diag(σ2

1 , σ
2
2 , . . . , σ

2
M ),

whereM is the number of rows/columns inC0 andC1 .
ThatC0 andC1 are diagonal can be justified by observ-

ing that the noisesn0 andn1 were generated by quantiza-
tion and passed through the DCT step to reach the input of
the detector and that DCT has the effect of de-correlation.
That C0 = C1 can be justified because invisible water-
mark is much smaller than the host signal so it is not ex-

pected to change the variance of the quantization error sig-
nificantly. With this approximation, Eq 13 reduces to

l(ŵ ) =
K∑
i=1

ŵiwi
σ2
i

/
K∑
i=1

w2
i

σ2
i

, (14)

whereK is the length of the inserted watermark, and the
termw2

i /σ
2
i is due to normalization.

Given a JPEG image with known compression quality
factor (which determines the quantization matrix), the over-
all detector function can be computed as follows. First ex-
tract the watermark̂w in DCT domain by subtracting the
original image. Then we calculate the covariance matrix for
nf as in Figure 1, using Eqs. 5 and 7. The covariance ma-
trices of the noise at the detector input can then be obtained
by Eq. 10.σ2

i in Eq. 14 are just the diagonal elements of the
resulting matrix. In fact, the intermediate computation can
be simplified since we only need the diagonal elements of
the final covariance matrices.

5. MAP DETECTOR PERFORMANCE ANALYSIS

When watermark is present, we have

w̃i = wi + ni. (15)

Eq. 14 becomes

l(ŵ ) = 1 +
N∑
i=1

niwi
σ2
i

/
N∑
i=1

w2
i

σ2
i

. (16)

This is a sum of a large number of nearly independent vari-
ables, it may be approximated by a Gaussian variable,l(ŵ ) ∼
N(µl1 , σ

2
l1

). Normalizing the variance of inserted water-
mark to 1,µl1 andσ2

l1
can be calculated by

µl1 = 1 +
N∑
i=1

E{niwi}
σ2
i

/
N∑
i=1

1
σ2
i

, (17)

σ2
l1 = 1/

N∑
i=1

1
σ2
i

,

whereE{niwi} can be obtained by first computing the noise-
watermark correlation at the quantizer output from Eq. 8,
then calculating the detector input noise-watermark covari-
ance matrix by using Eq. 10.

Similarly, Under hypothesisH0,

µl0 = 0, (18)

σ2
l0 = 1/

N∑
i=1

1
σ2
i

.



As a result,PD andPF can be expressed by

PD = Q(
η − µl1
σl1

), (19)

PF = Q(
η

σl0
).

whereQ(x) ∆= 1
2π

∫∞
x
e−t

2/2 dt.

6. RESULTS

A gray level Lena image of size256×256 is used to test our
theoretical analysis. The JPEG compression quality factor
is set at 50%. Figure 2 shows the theoretical estimation of
PD andPF of the MAP detector, as well as the simulation
result. Note that the mean of the detector likelihood func-
tion l(ŵ ) is the threshold value at whichPD = 0.5. The
ideal meanµl1 should be 1 because of normalization. How-
ever, it can be seen from the graph that the mean is ‘shifted’
from 1. This is due to the correlation between the quantiza-
tion noise and the inserted watermark.
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Fig. 2. MAP detector performance after JPEG: theoretical
estimation vs. simulation

Figure 3 compares the simulation result of the false alarm
PF and detection probabilitiesPD as functions of detector
threshold for the MAP detector and the commonly used cor-
relation detector. It is clear that the MAP detector has higher
PD and has lowerPF over the range wherePF is small.

7. CONCLUSIONS

We presented statistical modeling for JPEG compression
noise in image watermarking. MAP detector was proposed
to improve detector performance. Theoretical estimation of
the detector performance was also given. Similar analysis
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Fig. 3. Detector performance comparison with JPEG com-
pression: MAP vs. Correlation

approach can be applied to other watermarking schemes,
such as multi-bit embedding.
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