ROBUST BLIND MULTIUSER DETECTION AGAINST CDMA SIGNATURE MISMATCH

Shuguang Cui*, Zhi-Quan Luo*

ElectricalandComputerEngineering
McMasterUniversity
Hamilton,OntarioL8S 4K1, Canada.

ABSTRACT

A commonproblemwith theexisting blind multi-userCDMA
detectords that their performancds very sensitie to the
SignatureWaveform Mismatch(SWM) causedy channel
distortion. In this paperwe considerthe problemof design-
ing ablind multi-userCDMA detectomwhichis robustto the
SWM. We present convex formulationfor this problemby
usingthe SecondOrderCone(SOC)programmingWe also
proposethe useof recentlydevelopedinterior point meth-
odsto efficiently solve the resulting SOC problem. Com-
putersimulationsindicatethatthe performanceof our new
robustblind multi-userdetectoris superior

1. INTRODUCTION

Multiuserdetectionis mainly beingusedfor the demodula-
tion of digitally modulatedsignalsin the presencef multi-
accessnterferenceandit hasnow becomeoneof thebasic
techniquesn Code-Dvision Multiple-Access(CDMA) re-
ceiver design[1, 4, 5]. However, acommonproblemwith
the existing multi-user CDMA detectorsis that their per
formanceis very sensitve to the SignaturéWaveform Mis-
match(SWM) causediy channeldistortion. Sincechannel
distortionexistsin mostervironmentavhereCDMA is used
(e.g.,cellular mobile telepholy), mitigation of SWM is es-
sential(or mayevenberequiredwhenwe designapractical
multi-userCDMA detectoq2, 6].

One approachto dealwith SWM is by usingtraining
sequencesAn alternatve stratgy of mitigating SWM is
to designa blind multiuser detectorwhich hasstrongro-
bustnessto SWM. In [2] (seealso[3]), a formulationis
presentedor the designof robustblind multi-userCDMA
detectorawhich callsfor the minimizationof the detectors
outputenegy. Moreover, two gradientdescentlgorithms

(theStochasticGradienf{SG)algorithmandthelLeastSquares

(LS) algorithm)wereproposedn [2] for achieving theMin-
imum OutputEnegy (MOE) underthe constraintthat the
so called “surplus enegy” createdby SWM is bounded.
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However, constrainingthe “surplus enegy” is an indirect
way of achieving robustness A morenatural(andperhaps
also more desirable)formulation is to directly maximize
the worst casesystemperformanceagiven a specificrange
of SWM. This is the approachtaken by the presentpaper
Anotherdrawvbackof thetwo iterative algorithmsproposed
in [2] is thatthey requiresomechannel/data-dependepa-
rameterswhich are not easyto choose,anda poor choice
would leadto poorperformance.

In this paperwe presenta new formulationfor the de-
sign of robust blind multi-userCDMA detectors.Our for-
mulationis directin the sensethatit allows explicit con-
trol of the amountof requiredrobustnessn the detector
Moreover, the new robust blind multi-userdetectorcanbe
obtainedusing the highly efficient interior point methods
recentlydevelopedin the optimizationcommunity

2. PROBLEM FORMULATION

ConsideanantipodalK -userdirectsequenc€DMA chan-
nel corruptedby someadditive and white Gaussiamoise
n(t). Supposethe standarddeviation of n(t) is ¢ > 0.
Let s (t) denotethe signaturewaveform for the k-th user
whichis assumedo haveunitenegy (||sx(¢)|| = 1), andlet
{bx} denotethetransmitteddatabits whichareindependent
BPSK signals. Supposédhe databits aretransmittedat the
rateof 1/T', with T' > 0 beingthe bit duration. Thenthe
synchronousecevedsignalcanbewritten as

K
y(t) =Y Arbesi(t) +n(t), t€[0,T]  (2.1)
k=1

where Ay, is therecevedsignalamplitudefor the k-th user

Althoughasynchronou€ DMA istherealityin practice,
it is often beneficialto considersynchronousCDMA sys-
temsfirst sincethey provide a usefulsimplified framework
to develop our algorithmsand carry out the analysis. Fur-
thermore algorithmsdesignedor the synchronousCDMA
canstill beusedin theasynchronousaseprovidedthetim-
ing offsets{r} aresmall.



Samplinghereceivedsignaly(t) atchipratel /A, where
A > 0isthechipinterval, we obtainthesignalvector(2.1):

K
y =) Akbisi +n,

(2.2)
k=1
where
y(0) 5(0) n(0)
y(A) 5(A) n(A)
y = . ) S = . , = .
y(NA) s(NA) n(NA)

with V beingthecodespreadindactor NotethatT = NA.

Withoutlossof generality supposehattheuserl is our
desireduserwhosesignaturevaveformis s;. Ourgoalisto
selectavectore; which, uponcorrelatingwith therecevved
vectory and passingthrougha hard limiter, will recover
the databits {;[¢]} sentby userl. The Minimum Output
Enegy (MOE) basedmulti-userdetectorintroducedin [2]
canbedescribedasfollows.

minimize E|{y,c1)]> = ¢/ Rey 2.3)
subjectto c¥'s; =1 '

wherec; isthevectorto bedeterminedandR = E(yy’) €
RNVXN In practicewe have only finite numberof snapshots
of thereceved data. Thus, we needto repIaceR in (2.3)

with thesamplecovariancematrix R = N Zn 1y[ 1(y[n])7,

where N, is the numberof snapshotsndy[n] is the nth
receved datavector This leadsto the following imple-
mentableversionof (2.3):
minimize c7Re;
. (2.4)
subjectto cf's; = 1.

When SWM is present,the actual receved signature
waveformsbecomes

~

81, k+ ek (2.5)
wheree;, is the mismatcherror vector Clearly, ||ex|| is a
measureof the magnitudeof signal waveform mismatch.
Note that e, may be differentamongdifferentusers. It is
well known thatthe MOE solutionto (2.4) is highly sensi-
tive to SWM andoftenleadto poor BER performance.To
overcomethis sensitvity to SWM, Honig et.al.[2] intro-
ducedanenegy-constrained//OE detector Therobustness
againstSWM is achiezedindirectly by constraininghesur
plusenegy. In whatfollows,we describeamoredirect(and
perhapsnorenatural)way to constructrobustsolutionfor
the MOE formulation (2.4) whoseglobal optimal solution
canbefoundefficiently.

Supposeve haveestimatedhatthenormof signalwave-
form distortione; is boundedby someconstant > 0, that
is ||le1|| < 4. Thenthe actualreceved signalwaveforms;
canbedescribedasavectorin theset

S1(0) = {8181 =s1 + ey, [le1]| < I}

Since§; canbe any vectorin S;(4), we mustensurethat
the detectorgain for all signalsin S;(6) shouldbe greater
thanl, thatis, ¢{ §; > 1 for all vectors§; € S;(4). Such
a constraintensureghat we canextract the databits from
userl regardles$ow its signaturevaveformis distorted as
long asthe distortionis boundedby §. Now supposehis
gain constraintis enforced thenour goalremainsto pick a
vectore; thatminimize5c1Tf{c1. Thus,arobustversionof
(2.4) canbedescribedasfollows:

minimize <7 Re;

(2.6)
subjectto c¢{§; > 1 forall§; € S1(9),

whered is an upperboundon the norm of the signal mis-
matcherrorvector

For eachchoiceof §; € S;(d), theconditione{s; > 1
represents linear constrainton c; . Sincethereareinfinite
numberof §; in S;(d), the constraintsin (2.6) are semi-
infinite andlinear. To facilitatethe computatiorof optimal
c1, wewill corvertthesesemi-infinitelinearconstraintsnto
a so called second-ordeconeconstraint. This is achieved
by consideringheworstcaseperformanceasfollows. Note
thatthe optimal solutionof the minimizationproblem

min ¢! & or equialently min clT(sl +e1)
8,€51(9) lexll<

isgivenby —dc; /||c1||. Thiscanbeeasilyverifiedby Cauchy-
Schwartzinequality Thereforethe constraint

cTs; > 1 foralls; € S;(0)

canbeequialentlydescribedy

el (51 > >1
llea ]

or
cl's; = dllcy|| > 1. (2.7)
Substituting(2.7)into (2.6), we obtain
minimize <¢Re;
(2.8)

subjectto  ¢'s; — d|ci|| > 1
Noticethatthe constraintn (2.8) of theform
IPci|| < pTci+q, forsomegivenP € RV*N p e RN

andq € R, is calleda second-ordeconeconstraint.



Next we convertthequadraticobjectvefunctionof (2.8)
into a linear one. To do so, we first noticethatc! Re; =
|Ley |2, whereLTL = R is the Cholesly factorization.
Obviously, minimizingthequadratianorm||Le; ||? is equiv-
alentto minimizing ||Lc;||. Introducinga new variablet
andanew constraint|Lc; || < ¢, we cancorvert(2.8)into
thefollowing:

minimize ¢
[ILei || < ¢,

184%e1]] < sFer — 1

subjectto (2.9)

Theabove formulation(2.9)is now in the standardorm of
asecond-ordeconeprogrammingproblem.Thisis because
the objectie functionis linear andthe two constraintsare
bothsecond-ordeconeconstraintgwhich arecorvex).

Recentlytherehave beensomehighly efficient interior
point methodsdevelopedto solve the abore second-order
coneproblem(2.8). Below we briefly describea primal-
dual potential reductionmethod[7] for solving the SOC
problem. To do so, we first introducethe dual problemof
(2.9)givenby

maximize wy

subjectto ATz, + ATz, +wif +wyb="Ff
l|z1]| < wi
l|Z2]] < w2

(2.10)

wheref = [0,0,...,1]T € R¥N+1, A} = [I,,0] € RV*(N+1),
b = [s],0]T € RV*!, andA, = [0L,0] € RV*(N+1),
The dual optimizationvariablesare the vectorsz = [z,
73] € RV*2 andw = [wy,ws] € R2. Thedifferencebe-
tweenthe primal and dual objectivesis called the duality
gap associatedvith ¢, c;, z andw, andwill bedenotedby
n(t,c1,z,w), or simplyn:

n(ticlazaw) =t—ws (211)

It is known thatthe duality gapis nonneative for eachfea-
siblet, ¢1, z andw (i.e., satisfythe constraintof (2.9) and
(2.10)),andis minimizedattheoptimalpoint¢*, ¢}, z* and
w*,

A usefultool in solving the SOC problemis the log-
arithmic barrier function which can be optimized by the
primal-dual potentialreductionmethod[7]. The detail of
this approachs omittedhere.

3. SSIMULATIONS

We considelasynchronou€DMA systerusingGoldcodes
of length N = 31 with the numberof usersK = 7. The
SNRis 10dBwhile theinterferenceo signalratio (ISR) is
20dB, representinga severe nearfar effect. In our simula-
tions, the lengthof the datasequencés setto bei = 100,

sothatthe total datasamplesizeis 3100. Sucha choiceof

1 is to ensureadequatéterative corvergenceof bothLS and

SGmethodsvhichwe shallcomparewith our SOCmethod,
andto ensurethe samplecovariancematrix R is a closeap-

proximation. We performatotal of L = 200 Monte Carlo

runs.Randondata,randomdistortionandrandomnoiseare

chosenfor eachrun. To measurehe effect of interference
cancellation,we calculatethe bit error rate (BER) of the

detectoroutput.

We now comparethe averagedBER of our nev SOC
methodwith thoseof the existing methodswhich include
the classicalMatchedFiltering method(MF), the standard
(non-rolust) MOE detectoythe LeastSquare(LS) method
andtheStochasticGradien{SG)method(bothfrom[2]). In
our simulations,we assumehe valueof § is known to the
detectorandwe usethisvaluein the SOCformulation(2.9).
To solve (2.9) we have useda Matlab-basedool calledSe-
DuMi [8] whichis anefficientimplementatiorof a primal-
dualinterior point methodfor solving SOC problems. For
the LS andthe SG methods,we have experimentedwith
a large selectionof differentvaluesof x (the “surplusen-
ergy” parameterpndhave chosernthe onewhich givesthe
bestSINR. For § = 0.4, the BER comparisonis givenin
Fig. 1.
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Fig. 1: BER averagedover 100randomruns

It canbe seenfrom Fig. 1 thatthe SOCmethodhasthe
bestBER performancefollowedby LS, SG,MOE andMF.
Notice that the BER for the MOE detectorworsenswhen
the SNRincreasesThis is becausdor a non-rohustdetec-
tor like the MOE method,a part of the signal power will
be contributedtowardsthe interferencevhen SWM exists,
leadingto largerinterferencegpower andworseBER perfor
manceasthe signalpowerincreases.

Sofarwe have seenthatthe SOCdetectorhassuperior



performancevhend is assumedo beknown. It isimportant
to seehow sensitve the SOC detectoris to the value of 4.
We considertwo caseswhenthe SWM boundé is over-
estimatecandunderestimatedrespectiely. Theresultsare
shavnin Fig. 2. andFig. 3, respectiely.
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Fig. 22 BER versusSNR, averagedover 100 random
runswith § = 0.4 andé = 0.6

Dash dotted line: MF receiver
—+—+ line: MOE algorithm

Dotted line: SG algorithm
Dashed line: LS algorithm

107k Solid line: SOD algorithm

10~ I I I I I
0 2 4 6 8 10 12 14 16 18

SNR in dB

Fig. 3: BER versusSNR, averagedover 100 random
runswith 6 = 0.4 andé = 0.2

It canbeseenfrom Figs.2 and3thatSOCdetectoiis ro-
bustevenwhentheboundof SWM is unknawvn. In contrast,
we have foundthe performanceof the LS and SG methods
to berathersensitve to the choiceof surplusenepgy x. Fi-
nally, we remarkthat,in our simulations solvingeachSOC

problem(2.9) with the Matlab tool SeDuMi [8] takesless
thanasecondna600MHz Pentiumlll PC.

4. CONCLUDING REMARKS

In this paperwe have proposeda new robust blind multi-

userdetectoirfor synchronou€DMA in thepresencef sig-

naturewaveformmismatchSWM). Ourmethods basedn

arobustformulationof theMinimum OutputEneigy (MOE)

detectomusingthe Second-OrdeCone(SOC)programming
technique The SOCformulation(2.9)is corvex andcanbe
efficiently solved by the recently developedinterior point
methods. The new SOC detectorcanbe consideredlind

sinceit only requiresthe knowledgeof the signaturewave-

form of the desiredsignal.
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