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ABSTRACT

This paper addressesthe problem of interference suppres-
sion in Direct SequenceCode Division Multiple Access (DS
CDMA) systems.We proposea hovel semiblindDecisionFeed-
back(DF) recever basednthe MaximumLikelihood(ML) prin-
ciple that simultaneouslyexploits the transmissiorof training se-
guencesand the statisticalinformation concerningthe unknavn
transmittedsymbols. The SpaceAlternating GeneralizecExpec-
tation Maximization (SAGE) algorithm allows an efficient itera-
tive implementatiorof the recever. Computersimulationsshav
that the resulting multiuser detectorattainspractically the same
performanceasthe theoreticalDF Minimum Mean SquareError
(MMSE) recever.

1. INTRODUCTION

Third generatiowidebandmobilecommunicatiorsystemsely on
the Direct Sequence&odeDivision Multiple Access(DS CDMA)
schemebecauset provides an efficient and flexible use of the
spectrunil]. In practice however, thecapacityof CDMA systems
is severelylimited by the Multiple Accessnterferenc€MAI) and
theInter-SymbolinterferencelSl).

It is well known [2] that optimummultiuserdetectionresults
from the Maximum Likelihood (ML) estimationof the symbols
transmittedby the desireduser Implementationof the ML
detectorgroposedn theliterature[2], however, is limited by the
needof knowing the channelcharacteristicandtheir prohibitive
computationatompleity. Therefore low-compleity alternatve
approachesbased on linear filtering have been investigated.
Corventional linear Minimum Mean Square Error (MMSE)
recevers[2] implicitly estimatethe channelparameteraising a
training sequence. Therefore,the longer this training sequence
is the better the recever performanceis. However, in burst
transmissionsystemseachblock of received data consistsof a
training partanda sequencef unknavn symbols.In this context,
it is desirableto minimize the length of the training partin order
to usethechannekfficiently.

In this work we introducea novel nonlinearapproactto MAI
and ISI cancellationin multiuser communicationsystemsthat
is basedon the applicationof the ML principle. A Decision
Feedback(DF) recever structureis consideredand the Space
Alternating GeneralizedExpectation-MaximizationSAGE) [3]
algorithmis usedto computethe optimum (accordingto the ML
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criterion)valuesof therecever parametersTheresultingdetector
is a semiblind one becauseit exploits both the transmission
of training sequencesand the known statistical features of
the transmittedsymbols and the noise in the channel. As a
consequencethe proposedschemeallows to achieve a very
adwantageoustrade-of betweentraining sequencelength and
recever performancavhencomparedo corventionalapproaches.

It is importantto remark that the proposedsemiblind DF-
SAGE approach substantially differs from existing DF ML
Sequencdetectors( DF-MLSD) [4] becauséhe latter are based
on the Viterbi algorithm whereasthe former simply consistsof
two linearfilters (oneforwardfilter andonebackwardfilter) with
an intercalatecdthresholddetector Thus, our approachis similar
in complity to cornventional linear multiuser recevers and
considerablyless computationallydemandingthan DF-MLSD.
Furthermore, computer simulations reveal that the DF-SAGE
recever widely improves the theoretical performancelimit of
linearmultiuserreceversdueto thenonlinearityintroducedoy the
thresholddetector

Theremainingof the paperis organizedasfollows. Section2
describeshesignalmodelof anasynchronouime-dispersie DS
CDMA system.Section3 introducesthe DF semiblindmultiuser
recever basedon the ML criterion. In section4 we develop
the SAGE algorithmthat iteratively solvesthe ML optimization
problem. Section5 presentssimulationresultsand section6 is
devotedto the conclusions.

2. SIGNAL MODEL

Figure 1 shavs the asynchronousbaseband discrete-time
equivalentmodelof a Direct SequencéDS) CDMA systemwith
time dispersive channelsWhenthe i-th usertransmitsanisolated
symbol, b;, it is multiplied by a uniquebinary-waluedspreading
sequencevith L chipspersymbol,c;(k), k=0,...,L — 1. The
resulting signal passeghrougha linear time-dispersie channel,
hi(k), k =0,...,P — 1, thataccount:ot only for the channel
responsebut also for the relative time delays of the different
usersandthe transmitandrecever front-endfilters. Thereceved
sequencés thesuperpositiof thetransmittedsignalsfrom the v
usersplus the Additive White GaussiarNoise (AWGN) sequence
g(k).ie.,

N
o(k) =Y di(k)bi + g(k), k=0,...,L+P -2 (1)

i=1
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Fig. 1. Basebandliscrete-timesquivalentmodelof a DS CDMA systemwith time dispersve channels.

whered; (k) = ci(k)*hi(k) = 37 hi(p)ci(k—p), haslength
L + P — 1 andwill betermedreceivedcode Dueto the channel
time dispersie effect, whena symbol, b;(n), is transmitted,it
interfereswith b;(n—1), b;(n—2),...,b;(n—m+1), wherem =
[ L+P=17 is the channeimemorysize. The receved sequencéor
then-th symbolperiodis

N m-—1
z(n,k) = zL+k)=> Y di(r,k)bi(n—r)+g(n,k),
i=1 r=0
k=0,..,L—1 (2)
where d;(r,k) = di;(rL + k). Bringing togetherall the

obsenationsthatinvolve the symbolof interestb;(n), we obtain
an expresion for the overall receved sequenceusing vector
notationas

x(n) = Db(n) + g(n) ®)
where x(n) = [z(n,0),---,z(n,L — 1),---,z(n + m —
1,0),---,z(n+m—1,L—1)]" isthe Lm x 1 obserationvectog

D,, D, D, 0 0
0 D, ., D,_, o 0

D= . .
o 0 D,, D, B,

is the Lm x N(2m — 1) receved codematrix, composecdf the
submatrices D, = [di(r),---,dn~(r)],
andd;(r) = [di(r,0),---,di(r,L — 1)]¥. The transmitted
symbolvectoris b(n) = [bi(n —m + 1),---,bxv(n — m +
1)1" ':bl(n)" ":bN(n)a"'Jbl(n+m_1):"',bN(n+m_
1)]" andg(n) = [g(n,0),---,g(n+m —1,L—1)]" isavector
of independenandidenticallydistributed(i.i.d.) Gaussiamandom
variableswith zeromeanandvarianceo?.

The DF multiuserreceier consistsof a linear FIR forward

filter, w = [wi,---,wrm]T, and a backward filter, v =
[v1,- -, vm—1]T. Thereforethen-th symbolsoftestimates
y(n) = wx(n) +v7bi(n) 4

where the superinde ¥ denotesHermitian transpositionand
bi(n) =[bi(n—1),---,b1(n—m+1)]isan(m—1) x 1 vector
that correspondgo an estimateof the causallSI. The symbols
in b1 (n) are easily obtainedfrom the available soft estimates,
y(n—1),---,y(n — m + 1) usingathresholddetector

3. SELECTION OF THE FILTER COEFFICIENTS

Let usassumehatboththe MAI andthelSI aretotally suppressed
by the recever. Then, the soft symbol estimate,y(n), consists
of just two componentsthe desiredusersymbolandan additive
Gaussiannoise term. Denoting w. and v, as the filters that
completelyeliminatebothMAI andISI, we canwrite

y(n) = wx(n) + vIbi(n) = bi(n) + g(n) (5)

whereb: (n) is the desiredusersymboland g¢(n) is a comple
Gaussiarrandomvariable with zero meanand varianceaj%. In
this section,the filtered noisevariance,a)%, will be considerech
constanffor the sale of simplicity. In section4, howvever, we will

alsoproposeaneasy-to-implementpdatingrule for a}.

Let K be the numberof obseration vectorsavailable at the
recever. Sincein digital communicationshetransmittedsymbols
are usually modelled as discrete, independentand identically
distributed (i.i.d.) random variables with known probability
densityfunction (p.d.f.) andfinite alphabetthe optimumsymbol
estimateg(0), ..., y(K — 1) computedasin (5) arealsoi.i.d. and
thejoint p.d.f. of y = [y(0), ..., y(K — 1)]7 is[5]

1 K K—1 7|y(n)2—bl2
fy;e(y)=(7r7?> I1 & le 7 ] (©)

where® = [w., v.] andE, [-] denotestatisticalexpectationwith

respecto (w.r.t.) thedesiredusersymbol.NoticethatEy [-] canbe
analytically calculatecbecauset reducedo a simplesummation.
Using(6), the ML estimateof © turnsoutto be

O = arg max {£(©)} @)

where® = [w,¥], and

_ly(n)=b2

K—-1
L(O) = Z log B [e 7
n=0

is thelog-likelihoodof ©® w.r.t. thesoftestimatesy.

The log-likelihood £(®) is a non quadraticfunction with
several maxima. In particular the solutionsto problem (7)
guaranteethat the soft estimates,y(n), have a p.d.f. closeto
fo+gs (+). However, this is not enoughto ensurethatthe desired

8)




useris extracted.Sincein CDMA all userstransmitsymbolswith
the samemodulationformat, the p.d.f. of thei-th interferenceat
thereceverisalsofy4, (-), whichdoesnotdiffer from thedesired
userp.d.f.. Therefore,solving the optimizationproblem(7) may
leadto thecaptue of aninterference.

The capture problem can be considerablyalleviated if we
exploit the transmissionof a short training sequenceof M <
K symbols, as it is done in currently standardizedmobile
communicationsystems. Indeed,let us assumethat the first M
symbols(i.e.,b; = [b1(0), ..., b1 (M — 1)]”) areknown a priori
by the recever. Conditioningthe expectationsin (7) w.r.t. the
known symbols,b;, we arrive at a semiblindrecever wherethe
filter coeficientsarecomputedasthe solutionto

© = arg max{ £(O)n}

arg ngn{z | y(n) = ba(o) I

K-1 _la(n)=b|2
o
— E log E |fa i ]} 9)
n=M

The computersimulationsin section5 shav that short training
sequence$M ~ 30 symbols)are enoughto avoid the capture
problem. This is becausethe first term in (9) is a purely
quadraticform with an only minimum that correspondgo the
roughextractionof thedesireduser Notethat® is still computed
accordingto the ML principle. All the available statistical
informationis emplo/edto obtainthefilter coeficientsand,hence,
the proposedsemiblind DF recever outperformscorventional
DF-MMSE multiuserdetectorg2] that only exploit the training
sequencé;.

4. ITERATIVE IMPLEMENTATION

Sinceit is not possibleto find a closedform solutionto problem
(9), we proposeto computethe parameteestimatesd usingthe
ExpectationMaximization(EM) algorithm[6]. The EM approach
postulateshe existenceof somemissing(unobsered) datathat, if
known, would aid in the estimationproblem.

Let the soft estimates,y(n), n = 0,...,K — 1, be the
incompletedata set and let be the extendedvectorsy.(n) =
[y(n) b1(n)]", n =0,.., K — 1, thecompletedataset. The
completedatasuficient statisticss provided by thefunction[5]

K—-1

U(0,0i:) = D By, (myiytn) pu:6: ; [108 (Froi0(ve(n))]

) n=0 (10)
where ©;; = [W(i),V(j)], ye(n) | y(n),b: denotes
conditioning of the completedatato the obsered dataand the
trainingsequenceand

1 _ \CU(")‘I;I("”Z
fyeo (ye(n)) = —5 fo(br(n)) e s (11)
7T0'f
is the likelihood of ® w.r.t. a single completedatavector [5].

Substituting(11) into (10), the E and M stepscan be combined
into the equivalentsingleiteration

A

Oiy1441 = arg mgx{U(@,(:)i,i)}z

arg m@in{z FORLAQN
n=0

+ Y By yyyers [19(m) —b1(n) 7] } -

n=M

(12)

Thus, we have castproblem(9), which doesnot have a closed
form solution, into a sequenc®f quadraticproblemsthat canbe
analyticallysolved.

Neverthelesssolving (12) w.r.t. thejoint parameterector©
is ratherinvolved. The SpaceéAlternatingGeneralizedEM (SAGE)
algorithm [3] is a suitable modification of the corventional
EM approachthat consistsof succesiely maximizing function
U(-,-) w.rt. different parametersubsets[3]. In our case, it
is straightforvard to find separateupdatingrules for w(: + 1)
and v(i + 1) (see(13) and (14)), respectiely) whereR, =
Sy x(m)x"(n), Ry, = Y1 ' bi(n)b{'(n) ande;; =

By, (m)ly(ny:0; ; 161(n)], which is calculated using the Bayes

theoren{5]. Thehardsymbolestimate$; (n—q),q =1, -+, m—
1, which areusedto build vectorb: (n), are computedfrom the
correspondingsoft estimatesy(n — ¢) obtainedusing the past
iterationfilter coeficientsw (¢) andv ().

Finally, notethatthefiltered noisevarianceparametera?, is
requiredin orderto computes; ; in equationg13)and(14). Since
o} = wiw.o} is notknown a priori, it mustbe estimated.A
very simpleestimationmethodconsistsof iteratively updatingafc
usingthe estimate®f w, obtainedrom (13),i.e.,

671+ 1) = W (i)W ()57 (3). (15)

Thus, the updatedvalue of &J% (¢ + 1) canbe usedto compute
w(i + 1) andv (i + 1). Accordingto our computersimulations,
anadequaténitialization of (15)is 67 = &, whereg; is arough
estimateof the AWGN variance.

5. COMPUTER SIMULATIONS

We have carried out computer simulations to
illustrate the performanceof the proposedsemiblindrecever in
anasynchronousime dispersie DS CDMA systemwith N = 4
userstransmitting QPSK symbols,length L = 6 binary codes
andlength P = 10 complex unknavn userchannels.Both the
spreadingcodesand the channelcoeficients of all usershave
beenchosenrandomly Figure2 plots SymbolError Rate(SER)
curves for several values of the Signal to Noise Ratio (SNR)

21qH
definedas, SNR= 10 log;, %, when the number of

obsenation vectorsavailableto estigmatelhe recever coeficients
is K = 300 andthe lengthof the training sequencés M = 30
symbols. In this figure we comparethe theoreticalinearand DF
MMSE recevers(labeledLMMSE andDF-MMSE, respectiely)
that assumeperfect knowledge of the channel parametersof
all userswith the conventional DF-MMSE and semiblind DF-
SAGE detectors. The former usesonly the training sequence
to selectthe recever coeficients whereasthe latter is given by
equations(13) and (14). It is apparentthat the proposedDF-
SAGE recever practically matchesthe performancdimit of the
DF-MMSE recever and clearly outperformsboth the LMMSE
detectorand the corventional DF-MMSE recever. The poor
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Fig. 2. SERfor severalvaluesof SNR.

performanceof the latter detectoris dueto theinsufiicient length
of thetrainingsequence.

Thecorvergencespeedf the DF-SAGE iterative algorithmis
illustratedin figure 3, in termsof the Mean SquareError (MSE),
for aSNRof 12 dB. It is obseredthatafew iterations(~ 20) are
enoughto practicallyattainthe minimumMSE.

6. CONCLUSIONS

We have introduceda nev semiblindapproachto MAI and ISI

rejection in DS CDMA. The proposedmethod usesthe ML

principle to estimatethe coeficients of a DF recever. It is
termedsemiblindbecausé usesshorttrainingsequencebut also
exploits the statisticalinformation of the unknavn transmitted
symbols and AWGN in the channel. Computer simulations
shav that the proposedsemiblind DF recever attainsthe same
performancasthetheoreticaDF MMSE multiuserreceverusing
short training sequences. Thus, it clearly outperformslinear
multiuserrecevers at the expenseof a very modestincreasein

computationatompleity.
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