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ABSTRACT

This paper highlights the results of an investigation of several fea-
tures across the style classes of the “simulated” portion of the SUSAS
database. The features considered here include a recently-introduced
measure of speaking rate called mrate, measures of shimmer, mea-
sures of jitter, and features derived from fundamental frequency (F0)
contours. The F0 contour features are the means of F0 and �F0
over the first, middle, and last thirds of the ordered set of voiced
frames for each word. Mrate exhibits differences between the Fast,
Neutral, and Slow styles and between the Loud, Neutral, and Soft
styles. Shimmer and jitter exhibit differences that are similar to those
of mrate; however, the shimmer and jitter differences are less con-
sistent than the mrate differences across the speakers in the database.
Several F0 contour features exhibit differences between the Angry,
Loud, Lombard, and Question styles and most of the other styles.

1. INTRODUCTION

The analysis and classification of speech from various speaking
styles, stresses, and emotions is a problem that has generated con-
siderable research in recent years [1–3]. One of the stressed speech
databases often used in this research is the Speech Under Simulated
and Actual Stress (SUSAS) database, particularly the “simulated”
portion [1,2]. Several acoustic features have been investigated to de-
termine how they vary across the styles of the SUSAS database [1,3].
This paper highlights the results of an investigation of additional
acoustic features across the styles of the “simulated” portion of the
database.

The “simulated” portion of the SUSAS database consists of utter-
ances from nine male speakers in each of eleven stress/speaking-style
classes. For the remainder of this paper, we simply refer to the stress
and speaking-style classes as styles. The eleven styles are: Angry,
Clear, Cond50, Cond70, Fast, Lombard, Loud, Neutral, Question,
Slow, and Soft. The Cond50 and Cond70 styles consist of utterances
from subjects engaged in tracking tasks; the Cond50 style is the re-
sult of a medium workload condition, while the Cond70 style is the
result of a high workload condition. The Lombard style consists of
utterances from subjects listening to pink noise presented binaurally
through headphones at a level of 85 dBA. Each speaker uttered the
same 70 isolated words for each style; the 70 words consisted of two
repetitions of a 35-word list.

The features considered here include a recently-introduced mea-
sure of speaking rate called mrate [4]; two measures of shimmer,
Shim and ShdB; two measures of jitter, Jita and Jitt; and features
derived from fundamental frequency (F0) contours. Mrate combines
multiple measures of speaking rate to yield a single measure of speak-
ing rate in syllables per second. Shim measures the period-to-period

(PTP) variability of the peak-to-peak amplitude and is expressed as a
percentage:
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where the Ai are the extracted peak-to-peak amplitude data, and N
is the number of extracted pitch periods. ShdB measures the PTP
variability of the peak-to-peak amplitude in decibels:
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Jita measures the PTP variability of the pitch period, T0, in �sec:
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where the T0i are the extracted pitch period lengths. Jitt measures
the relative PTP variability of T0 and is expressed as a percentage:
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The F0 contour features are the means of F0 and �F0 over the first,
middle, and last thirds of the ordered set of voiced frames for each
word. In the remainder of the paper, F0(i) and �F0(i) denote the
means of F0 and �F0, respectively, over the i th third of the ordered
set of voiced frames for a word.

For each speaker and feature pair,we used a Multivariate Analysis
of Variance (MANOVA) [5] to determine if any statistically signif-
icant differences (SSDs) existed between the feature means for the
various styles for that speaker. If the MANOVA indicated that an SSD
existed, then we conducted pairwise comparisons to determine which
style pairs differed. We considered a feature as exhibiting consistent
differences across speakers for two styles if 75% or more (i.e., seven
to nine) of the speakers exhibited SSDs for that style pair. Finally, we
conducted style classification experiments using some of the features
exhibiting consistent differences between various styles.

The organization of the paper is as follows. The next section
outlines the methods used to extract the various features. Section 3



highlights the statistical analysis of the features. Section 4 highlights
the results of a style classification experiment using some of the
features exhibiting consistent differences across speakers. Finally,
Section 5 presents a discussion and the conclusions.

2. FEATURE EXTRACTION

We extracted the features considered here using three main pro-
cedures. First, we extracted the mrate feature using the software1 of
Morgan and Fosler-Lussier. Second, we extracted the shimmer and
jitter features using the Multidimensional Voice Program (MDVP)
from the Kay Elemetrics Corporation [6]. Finally, we extracted the
F0 contour features using the output of the get f0 program available
in the Entropic Signal Processing System (ESPS) from the Entropic
Research Laboratory. The get f0 program is an implementation of
the pitch-tracking algorithm described in [7].

To extract the jitter and shimmer features, we used the “running
speech mode” of the MDVP. This mode requires the speech signal to
have a sampling frequency of at least 25 kHz, so we upsampled the
SUSAS utterances from their 8 kHz sampling rate to 25 kHz. The
MDVP would not process some of the upsampled SUSAS utterances
with large amplitudes, so we reduced the amplitude of all of the
upsampled signals by one half. For several of the SUSAS utterances,
the MDVP did not find enough pitch periods to analyze the speech.
The styles and speaker pairs for which the MDVP did not successfully
analyze five or more utterances are: (1) the Soft style for speakers B1,
B2, G2, and G3; (2) the Fast style for speakers B1, G2, G3, N1, and
N2; (3) the Angry style for speaker N1; and (4) the Question style for
speaker G2. The missing feature values for these words impacted our
choice of analysis methods (see Section 3).

We calculated the F0 contour features in the following manner.
For each word, we used the get f0 program to determine F0 values
and voicing information for speech frames spaced 10 msec apart.
We computed both �F0 and �2F0 values as follows: �F0i =
F0i � F0i�1 and �2F0i = �F0i � �F0i�1 , where F0i is the
F0 value for the i th frame. The get f0 program sets F0 to zero for
unvoiced frames, so the �F0 value for the first frame in each voiced
segment was invalid. Likewise, the �2F0 values for the first two
frames in a voiced segment were invalid. We extracted the F0, �F0,
and�2F0 values from the voiced frames of a word with the exception
of the first two frames from each voiced segment (eliminating a small
amount of valid F0 and �F0 data). In performing this extraction
of valid voiced frames, we kept the relative time-ordering of the
extracted frames intact. We partitioned the ordered set of extracted
voiced frames for a word into thirds. Groups N1, N2, and N3

consisted of the frames from the first, middle, and last thirds of the
ordered set of extracted frames, respectively. We calculated F0(i) as
the mean of the F0 values over group Ni, �F0(i) as the mean of the
�F0 values over group Ni, and �2F0(i) as the mean of the �2F0
values over group Ni. The �2F0(i) features are not considered here
as they exhibited less consistent differences across speaker than did
the other F0 contour features.

3. FEATURE ANALYSIS

For the shimmer and jitter features, only three words (degree,
freeze, and oh) were successfully analyzed across all of the speakers,
styles, and repetitions (see Section 2). To conduct an analysis of
variance (ANOVA) across these three factors, we would have had

1http://www.icsi.berkeley.edu/ftp/global/pub/speech/morgan/

to estimate the missing data for several words or ignore the data
for those words that had incomplete data across the three factors.
Instead, we chose to analyze the data for each speaker separately,
thereby taking into account considerably more of the available data.
For each speaker/feature pair, we conducted a two-way (11 styles
� 2 repetitions) dependent-samples (i.e., within-subjects) MANOVA
followed by paired comparisons. Here, words played the role that
subjects normally play in a two-way within-subjects design. We chose
to use a MANOVA rather than an ANOVA on the recommendation of
[5]. This recommendation centers around the fact that the dependent-
samples ANOVA is sensitive to violations of its sphericity assumption
on the data, while the dependent-samples MANOVA has no sphericity
requirement on the data [5].

We tested the main effects and interactions using a significance
level of 0.05. For the features considered here, every speaker/feature
pair exhibited a statistically significant style effect at the p < 0:05
level. Some of the speaker/feature pairs exhibited statistically signifi-
cant repetition effects at the p < 0:05 level. The repetition effects for
the F0 contour features were sometimes quite large (see Section 3.4).
All of the observed statistically significant style � repetition effects
occurred for F0 contour features.

For the pairwise style comparisons, we used dependent-samples
t-tests with the Bonferroni procedure to control the familywise error
rate [5]. The Bonferroni procedure keeps the familywise error rate
below a level of � by using a significance level of �P = �=C
for each pairwise comparison, where C is the number of pairwise
comparisons to be made. For the 11 SUSAS styles, there areC = 55
possible pairwise comparisons. Thus, to keep the familywise error
rate below � = 0:05, we used �P = 0:05=55 as the significance
level for each pairwise comparison. In the following subsections, we
denote the mean of the feature values for a particular style by the
feature name with the style as a subscript.

3.1. Mrate

Table 1 shows the style pairs with SSDs in mrate at the p < �P
level for seven or more of the nine speakers. For a given style pair
in Table 1, the “Speaker Exceptions” column lists the speakers (if
any) that did not exhibit an SSD for the pair. Some of the consis-
tent SSDs are: (1) mrateNeutral is greater than mrateSlow by 0.39–
1.31 syllables/sec for all of the speakers, (2) mrateFast is greater than
mrateNeutral by 0.31–1.14 syllables/sec for all of the speakers except
N2, (3) mrateNeutral is greater than mrateLoud by 0.36–0.71 sylla-
bles/sec for all of the speakers except B2 and N3, and (4) mrateSoft is
greater than mrateLoud by 0.57–1.08 syllables/sec for all of the speak-
ers except N3. Thus, the mrate values increase as one progresses
from the Slow style through the Neutral style to the Fast style. The
mrate values generally decrease as one progresses from the Soft or
Neutral styles to the Loud style.

The speakers exhibit standard deviations in the mrate values for
the styles ranging from 0.32 to 0.94 syllables/sec, which are on the
order of the differences in the means between the styles. As an exam-
ple, speaker B1 has standard deviations of 0.40, 0.66, and 0.73 syl-
lables/sec for the Slow, Neutral, and Fast styles, respectively. The
means are mrateSlow = 2.46, mrateNeutral = 3.24, and mrateFast = 3.55.
Thus, the mean plus the standard deviation for the Slow style (2.86)
is larger than the mean minus the standard deviation for the Fast style
(2.82). These results indicate a substantial overlap between the three
styles in terms of mrate for speaker B1.



Table 1: Style Pairs with SSDs in Mrate for 7–9 Speakers
Speaker Speaker

Style Pair Exceptions Style Pair Exceptions

Angry, Fast N1 Fast, Slow
Angry, Soft G2 N1 Lomb., Neut. G3
Clear, Fast Lomb., Quest. G3 N3
Cond50, Fast B2 N2 Lomb., Soft G3
Cond50, Lomb. G3 Loud, Neut. B2 N3
Cond50, Slow N2 Loud, Quest. N3
Cond70, Fast B2 N2 Loud, Slow G2 N2
Cond70, Lomb. G2 Loud, Soft N3
Cond70, Slow G2 Neut., Slow
Fast, Lomb. Quest., Slow
Fast, Loud Slow, Soft
Fast, Neut. N2

Table 2: Style Pairs with SSDs in Shim or ShdB for 7–9 Speakers
Shim Speaker ShdB Speaker

Style Pair Exceptions Exceptions

Angry, Fast B1 N1 B1 N1
Clear, Fast B3 N1 B3 N1
Cond50, Fast B2 G1
Cond50, Lombard B1 B3 B1 B3
Cond70, Loud G2 G2 N3
Cond70, Slow G2 N2 G2 N2
Fast, Lombard B1
Fast, Loud
Fast, Slow
Lombard, Soft B1
Loud, Neutral B1 N3
Loud, Soft N3
Neutral, Slow G2 N2
Question, Slow B1 B1 N3
Slow, Soft

3.2. Shim and ShdB

Table 2 shows the style pairs with SSDs in Shim or ShdB at
the p < �P level for seven or more of the nine speakers. A dash
in a feature’s exception column for a style pair indicates that the
feature did not exhibit SSDs for that style pair for seven or more
speakers. For Shim, all of the speakers exhibit the following SSDs:
(1) ShimFast is greater than ShimSlow by 3.60–10.33%, (2) ShimNeutral
is greater than ShimLoud by 1.59–5.98%, and (3) ShimSoft is greater
than ShimLoud by 1.95–11.01%. For ShdB, some of the consistent
SSDs are: (1) ShdBFast is greater than ShdBSlow by 0.40–1.23 dB for
all of the speakers, (2) ShdBNeutral is greater than ShdBSlow by 0.28–
0.65 dB for all of the speakers except G2 and N2, (3) ShdBNeutral
is greater than ShdBLoud by 0.22–0.52 dB for all of the speakers
except B1 and N3, and (4) ShdBSoft is greater than ShdBLoud by
0.22–0.99 dB for all of the speakers except N3. Thus, both Shim and
ShdB increase as one progresses from the Slow style to the Fast style.
Additionally, ShdB generally increases as one progresses from the
Slow style to the Neutral style. Shim and ShdB generally decrease as
one progresses from the Soft or Neutral styles to the Loud style. The
standard deviations for Shim range from 1.11 to 6.53% across style
and speaker. The standard deviations for ShdB range from 0.14 to
0.66 dB across style and speaker.

3.3. Jita and Jitt

Jita and Jitt exhibit fewer consistent SSDs between style pairs
than do mrate, Shim, or ShdB. For all of the speakers except B1 and
N2, (1) JitaFast is greater than JitaSlow by 75–210 �sec and (2) JittFast
is greater than JittSlow by 1.19–2.84%. The standard deviations for
Jita range from 19.83 to 418.49 �sec across style and speaker, while
the standard deviations for Jitt range from 0.40 to 4.31%.

3.4. F0 Contour Features

Some of the consistent style differences for the F0 contour fea-
tures are:

� F0(1): between the Angry and Loud styles and the other styles

� �F0(1): between the Loud style and the other styles except
for the Angry style

� F0(2): between the Loud style and the other styles, between
the Angry style and the other styles except for the Question
style, and between the Lombard style and the other styles
except for the Clear and Question styles

� �F0(2): between the Question style and the other styles

� F0(3): between the Question style and the other styles

� �F0(3): between the Angry and Loud styles and the other
styles

As previously indicated, some of the F0 contour features exhibit
large repetition effects or style � repetition interactions for some of
the speakers. We consider two of these cases here—namely, repetition
effects inF0(3) for speakers B1 and N2. In the next section, we show
how these two repetition effects impact style classification results.

The repetition effect in F0(3) for speaker B1 is mostly between
the repetitions of the Loud style. For the first word list of the Loud
style, the mean and standard deviation ofF0(3) are 119 Hz and 22 Hz,
respectively. For the second word list of the Loud style, the mean and
standard deviation are 214 Hz and 16 Hz, respectively. The means
of the two word lists for the Question style are 217 Hz and 211 Hz,
while the means for the styles other than the Loud and Question styles
are all below 131 Hz. Thus, the F0(3) values for the second word
list of the Loud style are in the range of those for the Question style,
while the F0(3) values for the first word list of the Loud style are in
the range of the styles other than the Loud and Question styles.

The repetition effect inF0(3) for speaker N2 consists of repetition
effects for the Neutral, Question, Slow, and Soft styles. The means
of the first word lists for these four styles are: (1) Neutral: 127 Hz,
(2) Question: 208 Hz, (3) Slow: 107 Hz, and (4) Soft: 194 Hz. The
means of the second word lists for these four styles are: (1) Neutral:
86 Hz, (2) Question: 125 Hz, (3) Slow: 81 Hz, and (4) Soft: 92 Hz.
Thus, the F0(3) values for the second list of the Question style are
in the range of those for the first list of the Neutral style. The F0(3)
values for the second lists of the Neutral, Slow, and Soft styles are in
the range of those for the Clear style.

4. STYLE CLASSIFICATION

This section highlights the results of a style classification ex-
periment using the mrate, F0(1), F0(2), F0(3), �F0(1), �F0(2),
and �F0(3) features. For this experiment, we grouped the styles as
in [3]. The groups are: (S1) the Angry and Loud styles; (S2) the
Cond50, Cond70, Neutral, and Soft styles; (S3) the Fast style; (S4)



Table 3: Correct Classification Rates for the Style Groups: (S1)
Angry and Loud; (S2) Cond50, Cond70, Neutral, and Soft; (S3) Fast;
(S4) Question; (S5) Slow; (S6) Clear; and (S7) Lombard

Spkr S1 S2 S3 S4 S5 S6 S7

B1 8.6 40.7 37.1 97.1 48.6 54.3 74.3
B2 92.9 30.0 51.4 85.7 60.0 37.1 80.0
B3 94.3 18.6 62.9 91.4 74.3 40.0 82.9
G1 98.6 80.7 57.1 97.1 77.1 34.3 71.4
G2 84.3 33.6 65.7 68.6 40.0 51.4 65.7
G3 100.0 37.1 14.3 88.6 82.9 42.9 88.6
N1 77.1 73.4 8.6 71.4 57.1 48.6 91.4
N2 41.4 28.6 14.3 42.9 20.0 51.4 74.3
N3 95.7 59.3 60.0 100.0 62.9 40.0 100.0

the Question style; (S5) the Slow style; (S6) the Clear style; and (S7)
the Lombard style. Using the first word list of each style group, we
trained speaker-dependent Maximum Likelihood classifiers (assum-
ing multivariate Gaussian densities for the features). We tested the
classifiers using the second word list for each style group. Table 3
shows the classification rates for the seven groups for each speaker.

Group S1 generally shows good results except for speakers B1
and N2. For speaker B1, the repetition effect in F0(3) for the Loud
style (see Section 3.4) causes almost all of the words from the sec-
ond word list for the Loud style to be classified as belonging to the
Question style. Thus, group S1 is confused with group S4 47.1% of
the time for speaker B1. Speaker N2 exhibits repetition effects for
all of the F0 contour features that we consider here. In almost every
case, the repetition effects result in the feature means of the second
word lists for the Angry and Loud styles moving closer to those of
the Lombard style. These effects cause group S1 to be confused with
group S7 38.6% of the time for speaker N2.

Group S4 shows good results except for speaker N2. For N2,
the repetition effect in F0(3) for the Question style (see Section 3.4)
leads to group S4 being confused with group S2 37.1% of the time.

Group S7 shows good results except for speaker G2. For speaker
G2, group S7 is confused with group S1 28.6% of the time.

The S2, S3, S5, and S6 groups do not show consistent results
across speakers. For speaker N2, the repetition effects in F0(3) for
the Neutral, Slow, and Soft styles (see Section 3.4) lead to groups S2
and S5 being confused with group S6. Group S2 is confused with
group S6 47.9% of the time, while group S5 is confused with group
S6 65.7% of the time. The large degree of overlap between various
styles in terms of mrate also leads to confusions among these groups.

5. DISCUSSION AND CONCLUSIONS

A number of features were investigated and found to exhibit
consistent differences across speakers for various style pairs. Despite
the consistent differences between styles, many of these features also
exhibit considerable variability within styles leading to large degrees
of overlap between the feature distributions for various styles. Mean
mrate values increase as one progresses from the Slow style through
the Neutral style to the Fast style and decrease as one progresses
from the Soft or Neutral styles to the Loud style. At the same time,
the individual mrate values generally exhibit large degrees of over-
lap between the Slow, Neutral, and Fast styles and between the Soft,
Neutral, and Loud styles. The shimmer and jitter features exhibit
differences that are similar to those of mrate; however, the shimmer
and jitter differences are less consistent than the mrate differences

across the speakers in the database. The F0 contour features consid-
ered here exhibit differences between the Angry, Loud, Lombard, and
Question styles and most of the other styles. For most speakers, the
mrate and F0 contour features combine to give good classification
rates for the Question style, the Lombard style, and the Angry and
Loud style group. However, some of the speakers (particularly B1
and N2) exhibit large repetition effects in the F0 contour features that
adversely affect the classification rates.

There are two additional points to consider from this work. First,
the MANOVA framework was useful in identifying repetition effects
and style � repetition interactions in the F0 contour features that ad-
versely affected style classification results. We are continuing to use
the MANOVA framework to investigate additional features across
the styles and speakers of the database. Second, it is unclear whether
the repetition effects for the F0 contour features affect listeners’ per-
ception of the speaking styles, and it is unclear whether the styles
that have large degrees of overlap in terms of mrate, shimmer, and
jitter are perceived by listeners as having large degrees of overlap. To
address these perceptual aspects, we are conducting listening tests to
determine how well humans classify the styles in the database.
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