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ABSTRACT

For a given spiral, a bandwidth B can be chosen and
a sequence S can be constructed on the spiral with the
property that all �nite energy signals having bandwidth
B can be reconstructed from sampled values on S. The
bandwidth can be expanded as desired, and reconstruc-
tion is attained by constructing sampling sets on inter-
leaving spirals. This solves a problem in MRI; and the
algorithm can be modi�ed to deal with irregular sam-
pling problems in SAR. The algorithm is a consequence
of our theoretical results, which in turn were inspired by
seminal work on balayage in the 1960s by Beurling and
Landau. Our results depend on d-dimensional Fourier
frames and tiling properties of spectral synthesis sets.

1. INTRODUCTION

We shall present a d-dimensional reconstruction algo-
rithm for given irregularly spaced data. The algorithm
is based on our theorem, which provides su�cient con-
ditions in order that a discrete subset � � R̂d should
determine a Fourier frame for the space L2(E) of �nite

energy signals on E � Rd. R̂d is Euclidean space Rd,
but is meant to denote the Fourier domain of the space
signals de�ned onRd. The su�cient conditions include
a fundamental tiling property and the fact that E must
satisfy spectral synthesis, e.g., [1], Our approach de-
pends on and is inspired by the deep work of Beurling
[2] and Landau [4], [5] dealing with balayage and with
sampling and interpolation sets.

The algorithm is naturally applicable in some ba-
sic problems in MRI and SAR. For example, in MRI it
is important to reconstruct signals on Rd for discrete
spectral data on interleaving spirals, e.g., [9]. Spiral
imaging is used because it provides a setting for fast
imaging methods. In our algorithm, we construct dis-
crete subsets � of a spiral A (for Archimedean spi-
ral), and then we are able to reconstruct the elements
of L2(E) in terms of the Fourier frame determined by
�. The domain E can be made as large as desired by

choosing interleaving spirals. Similarly, our algorithm
can be used in spotlight mode synthetic-aperture radar,
where Fourier domain data is available on polar grids
contained in small annular wedges, e.g., [6], [7].

Section 2 gives the results from the theory of frames
that are required to formulate our theorem. Our theo-
rem is presented in Section3. In Section 4 we show how
to reformulate our theorem as a constructive algorithm
in the case of the aforementioned signal reconstruction
for given spectral data on spirals. In order to imple-
ment the algorithm it is important to have useful frame
bounds, and these are given in Section 5.

2. FRAMES

De�nition 1 Let H be a separable Hilbert space. A
sequence fxn : n 2 Zd g � H is a frame if there exist
0 < A � B < 1 such that for all y in H

A kyk2 �
X

jhy; xnij
2 � B kyk2:

A and B are frame bounds. If A = B, then the frame
is a tight frame. If fxng is no longer a frame when
we delete any element from it, then fxng is an exact
frame.

De�nition 2 Let fxng be a frame for H. The frame
operator S : H �! H is de�ned by

8 y 2 H; S y =
X

hy; xnixn:

Theorem 3 Let fxng be a frame for H with frame
bounds A and B, then

(a) AI � S � BI, where I : H �! H is the iden-
tity mapping. In particular, S is positive, and therefore
self-adjoint.

(b) S is invertible, and B�1 I � S�1 � A�1 I.
(c) fS�1 xng is a frame with frame bounds B�1 and

A�1. It is called the dual frame of fxng.
(d) For every y 2 H

y =
X

hy; S�1 xnixn =
X

hy; xniS
�1xn: (1)



Remark 4 If fxng is a frame for H with frame bounds
A;B and frame operator S, then it is easy to see that

kI �
2S

A+B
k �

B �A

A+B
< 1; (2)

where I : H �! H is the identity operator. The in-
equality (2) allows us to prove that

S�1 =
2

A+B

1X
k=0

�
I �

2S

A+B

�k
:

This is the most elementary approach to implement
frames for signal reconstruction, and it is meant to il-
lustrate the importance of e�ective frame bounds, see
Section 5.

Example 5 Let � � R̂d be a sequence and let E � Rd

have �nite Lebesgue measure. By the Parseval For-
mula, the following are equivalent.

(1) f e�� : � 2 � g is a frame for L2(E).
(2) There exist 0 < A � B <1 such that

A k�k22 �
X
�2�

j�(�)j2 � B k�k22; (3)

for all � in the Paley-Wiener space PWE.
For convenience, in the case of (3), we say that �

is a Fourier frame for PWE.

3. THE TILING THEOREM

Du�n and Schae�er [3] proved the following theorem:

Theorem 6 Let d; L; � > 0 and let f�ng � R sat-
isfy the properties that f�ng is uniformly dense, i.e.,
j�n � n=dj � L for all n, and f�ng is uniformly dis-
crete, i.e., j�n � �mj � � when n 6= m. Then f�ng is
a Fourier frame for PWE, where E = [�r=2; r=2] and
0 < r < d.

It is easy to extend Du�n and Schae�er's result to
higher dimensions in the following way.

Theorem 7 We say a sequence f�ng satis�es the con-
dition UD(d; L; �), if it satis�es the following inequal-
ities: (

j�n �
n
d j � L; n 2 Z

j�n � �mj � �; n 6= m:
(4)

In R̂2, if � is of the form f (�mn; n) : m;n 2 Z g and
there exist d1; L; � > 0 such that for �xed n, ��0nf�mng
satis�es the condition UD(d1; L; �), and fng has uni-
form density d2, then X is a Fourier frame for
PW[�r1=2;r1=2]�[�r2=2;r2=2] whenever r1 < d1 and r2 <
d2.

Unfortunately, this result only provides one-dimensional
freedom.

Let E � Rd be a convex, compact set which is
symmetric about the origin and has non-empty interior.
Then k � kE, de�ned by

8x 2 Rd; kxkE = inffr > 0 : x 2 rEg;

is a norm onRd equivalent to the Euclidean norm. The
polar set E� � R̂d of E is de�ned by

E� = f  2 R̂d : x �  � 1; for all x 2 E g:

Obviously, E� is a convex, compact set which is sym-
metric about the origin and has non-empty interior.

Example 8 (a) Let E = [�1; 1] � [�1; 1]. Then for
(x1; x2) 2 R2,

k(x1; x2)kE = inf f r : jx1j � r; jx2j � rg

= k(x1; x2)k1:

And the polar set of E is

E� = f (1; 2) : j1j + j2j � 1 g

= f (1; 2) : k(1; 2)k1 � 1 g:

(b) For p > 1, let E = f (x1; x2) : k(x1; x2)kp �
1 g. Then E� = f (1; 2) : k(1; 2)kq � 1 g, where
1=p+ 1=q = 1.

Theorem 9 Let E � Rd be a convex, compact set
which is symmetric about the origin and has non-empty
interior, and let � � R̂d be a uniformly discrete set
satisfying the tiling property[

�2�

�� E
� = R̂d:

If r < 1=4, then � is a Fourier frame for PWrE.

Our proof involves the Paley-Wiener Theorem and prop-
erties of balayage, and it depends on the profound work
in [2] and [4]. The following example shows that 1/4 is
the best possible.

Example 10 Let

�m;n =

(
(m+ 1=2; n� 1) if m is odd, n is even;

(m;n) otherwise:

(5)

Note that[
��m;n

�
f (x; y) : k(x; y)k1 � 1 g

�
= R2:

It is not di�cult to show that f�m;ng can not be a
Fourier frame for PW[�r=2;r=2]2 whenever r > 1=2.



4. EXAMPLES OF IRREGULAR

SAMPLING RECONSTRUCTION

We shall use the results from Section 3 to give a con-
structive irregular sampling signal reconstruction
method for the case of interleaving spirals. Example
11 shows how to construct � on a spiral in R̂2 to ob-
tain a Fourier frame for some PWE . Example 12 shows
how interleaving spirals are required to do signal re-
construction for functions having a given bandwidth.
Thus, if we are given a bandwidth E and a �nite union
A of su�ciently many rotations of a given spiral, we
can construct a Fourier frame � � A for PWE .

Example 11 Fix c > 0. For any given r > 0 with
cr < 1=2, we shall show how to choose a uniformly
discrete subset �r of the spiral

Ac = f (c cos 2�; c sin 2�) :  � 0 g � R̂2

such that �r is a Fourier frame for PW �B(0;r).

Let (�0; �0) = 0(cos 2��0; sin 2��0) 2 R2. We have

dist((�0; �0); Ac)

� dist(0; 0 + f c(n+ �0) : n 2 N [ f0g g) � c=2:

In fact, sup(�0;�0)2R2 dist((�0; �0); Ac) = c=2:
Now, take � > 0 such that (� + c=2)r < 1=4. We

choose the set of points �r along the spiral having curve
distance between consecutive points less than 2�. Then
the distance from any point on the spiral Ac to �r is
less than �. Further, the distance from any point in R2

to the spiral Ac is less than c=2. Thus, by the triangle
inequality, the distance from any point in R2 to �r is
less than (c=2 + �). This implies that �r is a Fourier
frame for PW �B(0;r).

Example 12 For any r > 0, we shall show how to
choose a uniformly discrete subset �r of a �nite union
of rotations of the spiral A = f ( cos 2�;  sin 2�) :
 � 0 g such that �r is a Fourier frame for PW �B(0;r).

First, choose M 2 N such that =M < 1=2, and de�ne

A =

M�1[
0

Ak;

where

Ak = f ( cos 2�( �
k

M
);  sin 2�( �

k

M
)) :  � 0 g:

Now, given any point (�0; �0) in R̂
2, there exist 0 �

0; �0 2 [0; 1) such that

(�0; �0) = (0 cos 2��0; 0 sin 2��0):

Further, there exists n0 2 Z+ such that n0+ �0 � 0 <
n0 + 1 + �0. Thus,

dist((�0; �0); A)

= dist(0; fn0 + �0 + k=M : 0 � k < M g) �
1

2M
:

Then, as in Example 11, we can construct a discrete
subset of A, which is a Fourier frame for PW �B(0;r).

5. FRAME BOUNDS

We can estimate the frame constants, which are used to
implement the results of Section 3 in conjunction with
the signal reconstruction formulas (1). These estimates
are contained in the following theorems.

Theorem 13 Let E � Rd be a convex, compact set
which is symmetric with respect to every coordinate axis
and has non-empty interior. Let � � R̂d be uniformly
discrete, and assume[

�2�

�� E
� = R̂d:

Then

Ak�k2 �
X
�2�

j�(�)j2;

for all � 2 PWrE, where r <
ln 2
2d� and A = (2�e2d�r)2

m(E�) .

Theorem 14 Let E � Rd be a convex, compact set
which is symmetric with respect to the origin and has
non-empty interior, and let � be a uniformly discrete
set. Then there is r > 0 such thatX

�2�

j�(�)j2 � Bk�k2;

for all � 2 PWE, where B =
�

2
�r

�d
e4�k(r;��� ;r)kE� . (We

can take any r > 0 for which �� [�r; r]d
T
�� [�r; r]d =

; for any distinct �; � 2 �.)

6. REFERENCES

[1] John J. Benedetto, Spectral Synthesis, Academic
Press, New York, (1975).

[2] A. Beurling, Local harmonic analysis with some
applications to di�erential operators, Belfer Grad-
uate School of Science, Annual Science Conference
Proceedings, (1966), 109{125.

[3] R. Du�n and A. Schae�er, A class of nonhar-
monic Fourier series, Trans. Amer. math. Soc. 72
(1952), 341{366.



[4] H. J. Landau, Necessary density conditions for
sampling and interpolation of certain entire func-
tions, Acta Math. 117 (1967), 37{52.

[5] H. J. Landau, Sampling, data transmission, and
the Nyquist rate, Proceedings of the IEEE 55, no.
10 (1967), 1702{1706.

[6] David C. Munson, Jr., James Dennis O'Brien, and
W. Kenneth Jenkins, A tomographic formulation
of spotlight-mode synthetic aperture radar, Pro-
ceeding of the IEEE, vol. 71, no. 8, (1983), 917{
925.

[7] David C. Munson, Jr., and Jorge L. C. Sanz, Im-
age reconstruction from frequency-o�set Fourier
data Proceeding of the IEEE, vol. 72, no. 6, (1984),
661{669.

[8] E. Stein and G. Weiss, An introduction to Fourier
analysis on Euclidean space, Princeton Univ.
Press, Princeton (1971).

[9] F. T. A. W. Wajer, R. de Beer, M. Fuderer, A.F.
Mehlkopf, and D. van Ormondt, Spiral MRI scan-
time reduction by undersampling and iterative
Gaussian �ltering, 1997 International Workshop
on Sampling Theory and Applications, Aveiro,
Portugal, 1997, 22{27.


