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Abstract
This paper investigates the problem of optimal lossy encoding

of object contours in the Inter mode. Contours are approximated
by connected second-order spline segments, each defined by three
consecutive control points. Taking into account correlations in
the temporal direction, control points are chosen optimally in the
rate-distortion (RD) sense. Applying motion to contours in the
reference frame followed by the temporal context extraction, we
predict the next control point location, given the previously en-
coded one. Based on the chosen differential encoding scheme
and an additive MPEG4-based distortion metric, the problem is
formulated as Lagrangian minimization. We utilize an iterative
procedure to jointly find the optimal solution and the associated
DPCM parameter probability mass functions.

1. INTRODUCTION
One of the important problems in object-oriented video cod-

ing is the operationally optimal allocation of available bits among
texture, motion, and shape components, as well as, within each
component separately.

The tasks of boundary estimation and encoding are separated
in MPEG-4, although there have been some efforts to couple the
two [4]. In the process of evaluating competing techniques for
the standard, several binary coders were considered. Up until
now, however, optimality was lacking from their Inter, as well as,
Intra, mode of operation. In the context-based (CAE) framework
[1], temporal redundancy is capitalized upon by doing motion
compensation and extending the context template into the neigh-
boring pixels of the reference frame. This operation is then fol-
lowed by (ad-hoc) Intra mode techniques to achieve rate control.
Similarly, the MMR Inter mode algorithm [13] differs from its
ad-hoc Intra mode counterpart in the choice of pixels serving as
context. In the Baseline approach (Inter mode) [5] a contour in
the current frame is approximated through global and local mo-
tion by a contour in the previous frame, with areas exceeding a
certain error threshold coded in the Intra mode. In the case of
the vertex-based polynomial coders [2, 8], temporal redundancy
is exploited by applying global motion compensation and Intra-
coding error segments whose error exceeds some predetermined
threshold. Clearly none of these approaches are operationally op-
timal since they fail to take the tradeoff between the rate and the
distortion into account, and they do not use the distortion metric
used for their evaluation in the encoding process.

We have previously proposed optimal approximations of a
given boundary based on curves of different orders and for vari-
ous distortion metrics [3]. Recently, operationally optimal vertex-

based coders were proposed for the Intra mode [12, 6]. In [7]
this problem was solved optimally and jointly with the variable-
length code selection. In this work we extend this operational
rate-distortion (ORD) optimal framework to take into account the
temporal redundancies present in typical video sequences and de-
velop an Inter mode ORD optimal coder.

In addition to arriving at the ORD optimal representation for a
particular coding framework, characterized by fixed VLC tables,
the second objective of this paper is to find the set of parameter
VLC tables resulting in the most efficient ORD curve.

This paper is organized as follows. The algorithm structure is
presented in Sec. 2. The additive distortion metric is discussed
in Sec. 2.1. Temporal context extraction and the control point
encoding issues are described in Sec. 2.2. Section 2.3 describes
how the problem can be formulated as a shortest path problem and
discusses VLC optimization issues. Finally, results are presented
and discussed in Section 3.

2. PROPOSED ALGORITHM
In this paper we solve the problem of contour approximation

optimally in the ORD sense. Contours are approximated by con-
nected2nd-order B-spline segments, each defined by 3 consec-
utive control points,(pu�1; pu; pu+1). Thus an ordered set of
control points constitutes a code for a shape approximation. A
2nd-order spline is a parametric curve that starts at the midpoint
betweenpu�1 andpu and ends at the midpoint betweenpu and
pu+1 as the parametert sweeps from0 to 1. These midpoints
are also called knots. A precise mathematical definition of this
curve is given in [6]. A sequence of2nd-order B-splines solves
the interpolation problem at the knots, while being differentiable
everywhere, including the knots. This smoothness property, cou-
pled with the simplicity of definition, makes B-splines a natural
choice for the shape coding applications.

Although an ordered set of control points defining approxi-
mating splines may contain elements from anywhere in the im-
age, it is unlikely that locations far from the original boundary
would lead to an ORD optimal approximation. This leads nat-
urally to the concept of the admissible control point band [11],
thus excluding all pixels located farther than the band width away
from the original boundary from consideration.

2.1. Distortion
Distortion between an original boundary and its approxima-

tion can be quantified based on either a (non-additive) maximum
operator or an (additive) summation operator. In MPEG-4 the
following additive distortion metric has been used per frame to



evaluate performance of competing algorithms:

DMPEG4 =
number of pixels in error
number of interior pixels

; (1)

where a pixel is said to be in error if it belongs to the interior of
the original object and the exterior of the approximating object,
or vise-versa.

Spline segment distortions need to be defined in order to eval-
uate the total (additive) boundary distortion. This is done by first
associating segments of the approximating curve with segments
of the original boundary, as shown in Fig. (1). Here the midpoints
of the line segments (pu�1; pu) and (pu+1; pu), l andm, respec-
tively, are associated with the points of the boundary closest to
them, l0 andm0. That is the segment of the original boundary
(l0; m0) is approximated by the spline segment (l; m).

Let us now define byd(pu�1; pu; pu+1) the spline seg-
ment distortion, as shown in Fig. (1). Specifically, to calculate
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Figure 1: Area between the original boundary segment and its
spline approximation (circles).

d(pu�1; pu; pu+1) we count the pixels in error after quantizing
the continuous spline to fit the pixel grid of the image. These pix-
els are shown as hollow circles in the figure. Special care must
be taken when solving the correspondence problem to ensure that
the starting boundary pixel of the next segment coincides with
the last boundary pixel of the current segment and that error pix-
els on the border line betweenm andm0 are not counted twice
when computing the next segment distortion. Based on the seg-
ment distortions, the total boundary distortion is therefore defined
by

D(p0; : : : ; pNP�1) =

NpX

u=0

d(pu�1; pu; pu+1); (2)

whereNp is the number of control points andp�1 = pNp+1 =
pNp = p0. The last equality ensures that an approximation to a
closed contour is also closed and simplifies implementation.
2.2. Temporal Correlation and Rate

Object boundaries and control points representing them ex-
hibit correlation in the temporal direction. To capitalize on this
we employ global motion compensation to align a previously en-
coded object with the current object. The global motion vector
is chosen to minimize the number of mismatched pixels. We em-
ploy the(angle; run) framework, also used in the INTRA mode
[12, 7], to encode consecutive control point locations.

Contexts are generated based on the motion compensated ob-
ject for each pixel in the admissible control point band. These
contexts serve a dual purpose by adaptively selecting a probabil-
ity model describing the location of the next control point and by
providing a reference(angleref ; runref ) used by the DPCM
scheme to encode that location. Figure 2 depicts a hypothetical
context window in the reference frame after motion compensa-
tion. Centered on a pixel in the admissible control point band,
it is used to extract both the most likely direction and the most
likely length of the vector pointing from that pixel to the next po-
tential control point. That is, if an actual control point is located at
the current position, this context estimates where the next control
point is most likely to be. The directional context is obtained by

Figure 2: Control points (X marks) and boundary pixels (circles)
in a temporal context window. Context: NW direction, run of 4.

selecting the direction in which the maximum number of bound-
ary pixel transitions occur, based on the chosen pixel ordering
scheme. This corresponds to the North-West (NW) direction in
Fig. (2). Similarly, the run length context is obtained by select-
ing the most frequently occurring distance between consecutive
control points in that window. In this example, a run length of 4,
occurring 3 times, is selected.

Once the direction and the run length contexts have been de-
termined, a context-dependent variable-length code is used for
coding the location of the next control point of the object in the
current frame. Clearly, it is desirable to assign shorter codewords
to directions and runs closest to the context. Figure (3A) shows
a typical direction probability distribution, given the NW con-
text. Here vector lengths are proportional to the probability of
the corresponding direction. Sometimes the context information
may not be available due to inhomogeneous motion, occlusion, or
lack of the reference frame. In that case, we revert to the INTRA
mode and the direction is encoded with respect to the previously
encoded direction in the same object. This concept is illustrated
in Fig. (3B), where the dashed line represents the previously en-
coded direction, and the solid-line vectors represent the 4 equally
probable moves. Similarly, a hypothetical but likely conditional
probability distribution for the run length is shown in Fig. (4A)
for the case the context is 4 and in Fig. (4B) for the case the con-
text is unavailable. The issue of selecting efficient variable-length
codes for the direction and the run will be discussed in Sec. 2.3.
Regardless of the context, the first control point location is en-
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Figure 3: Probability assignments for the direction (proportional
to vector lengths), (A) context is NW, (B) no context.
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Figure 4: Probability assignments for the run length (proportional
to vector lengths), (A) context is 4, (B) no context.

coded absolutely and that cost together with the cost of sending
a global motion vector, constitutes an overhead outside the realm
of the ORD optimization described in Sec. 2.3.

If r(pu�1; pu; pu+1) denotes the segment rate for represent-
ingpu+1 given control pointspu�1, pu, then the total rate is given
by

R(p0; : : : ; pNP�1) =

Np�1X

u=0

r(pu�1; pu; pu+1): (3)

The idea of using contexts for INTER mode shape coding is not
new. However, unlike the CAE [1] and the MMR [13] coders,
which use contexts to predict whether a given pixel belongs to the
boundary, we avoid pixel-level noise effects by applying contexts
to more noise-resilient features, such as, the localized boundary
orientation and smoothness.
2.3. Determining the Optimal Solution

Having defined the total distortion and rate in the previous
section, we are solving the following optimization problem:

min
p0;:::;pNP�1

D(p0; : : : ; pNP�1); subject to :

R(p0; : : : ; pNP�1) � Rmax; (4)

where both the location of the control pointspi and their over-
all numberNP have to be determined. It should be understood,
however, that the solution to this problem is optimal only within
the chosen code structure. Thus, a different motion compensa-
tion scheme, a different set of VLC tables, a wider control point
band - all may result in a more efficient ORD performance of the
algorithm.

We convert the above constrained minimization problem into
an unconstrained one by forming the Lagrangian

J�(p0; : : : ; pNP�1) =

D(p0; : : : ; pNP�1) + � � R(p0; : : : ; pNP�1); (5)

where for any choice of the multiplier�, J� is the cost function
to be minimized. The above cost function is expressed as a sum
of incremental spline segment costs defined as,

w(pu�1; pu; pu+1) =

d(pu�1; pu; pu+1) + � � r(pu�1; pu; pu+1): (6)

The optimal set of control points (p�0; : : : ; p
�

NP�1
) is then found

by casting the problem as a shortest path in a Directed Acyclic
Graph (DAG) with control points playing the role of vertices and
incremental costsw() serving as edge weights [3]. Dynamic Pro-
gramming (DP) is employed to find the shortest path in the DAG
for a fixed rate-distortion tradeoff�. We employ a Bezier curve
search [10] in order to arrive at��, the multiplier resulting in the
total rate closest to the target rate ofRmax, in very few iterations.

The optimal solution to the shape coding problem in the IN-
TRA mode was shown in [7] to be highly sensitive to the VLC
table used. An iterative procedure for finding a locally optimal
parameter distribution model was proposed. In this work we ex-
tend this idea to the INTER mode by removing the conditioning
of the operationally optimal solution on an ad-hoc VLC. That is,
the conditional optimization of

fp�0; : : : ; p
�

NP�1
g =

arg[ min
p0;:::;pNP�1

[D�(�) + � �R�(�)]jV LCfixed] (7)

is converted using an iterative procedure [9, 7], depicted in Fig. 5,
into the following problem:

fp�0; : : : ; p
�

NP�1
g =

arg min
p0;:::;pNP�1

;f2F
[D�(�) + � � R�(�)]; (8)

wheref is the parameter probability mass function conditioned
on the context. Hence the shape approximation and the parameter
probability model are found jointly and ORD optimally.

The iteration process begins with the proposed INTER mode
encoder compressing the input binary images based on a given
rate-distortion tradeoff� and some initial probability models for
(direction — context) and (run — context) parameters. Condi-
tional symbol probabilities rather than codeword lengths are used
by the encoder in this iterative process. Hence, symbol entropies
�p log p take the place of the bit-rater() andR() in Eqs. (5) and
(6).

Having encoded the input sequence at iterationk, based on
the probability mass functionfk(), we use the frequency of the
output symbols to computefk+1(), and so on. It is straightfor-
ward to show that the total costDk() + � � Rk() in Eq. (5) is
a non-increasing function of the iterationk. This procedure is
guaranteed to converge and the iterations stop when the cost im-
provement is less than�. Finally, the symbols are arithmetically
encoded and sent to the decoded together with their associated
probabilities, which are fixed for the entire video sequence.



Figure 5: The entropy encoder structure.

3. RESULTS AND CONCLUSIONS
Figure 6 shows the ORD curves of the proposed (INTER

mode) algorithm for the SIF sequence “kids”. The distortion axis
dn represents the average of theDMPEG4 ’s defined in Eq. (1)
for one frame, over100 frames. As the figure demonstrates,
our result compares favorably with the both the baseline [5] and
the vertex-based [8] algorithms in the INTER mode across most
of the range of bitrates. Also, as expected, it outperforms the
ORD optimal INTRA mode encoding without VLC optimization
(shown with� symbols). The proposed algorithm produces rela-
tively better results in the low bitrate (R < 1000 bits per frame)
region. In the very low distortion region (dn � 0:015) of op-
eration, however, the proposed algorithm requires more bits than
both the baseline and the vertex-based methods. This is due to
the fact that for near-lossless boundary encoding the chosen code
structure (direction plus run) is inefficient. We trained our VLC
model iteratively on the first 10 frames of the test sequence and
used that model to encode the rest of the frames. However, in
principle, VLC optimization could have been performed itera-
tively on all 100 frames of the sequence.

In this implementation, 8 directions (separated by45o) were
allowed in the case the context is present. They are encoded dif-
ferentially with respect to the context and correspond to the 8 out
of 12 conditional symbols for the direction component. The other
4 symbols are used when a context is not present (see Fig. 3B).
The run component was represented by 20 symbols, with only 5
symbols (corresponding to runs of 1, 2, 4, 8, and 12) used for any
given context. Bit-rate reported in Fig. 6 for the proposed method
takes into account bits for the global motion vectors, searched in
a32 � 32 window.

Despite its ORD optimality, it is important to recognize that
the results of the proposed algorithm do not differ significantly
from the best INTRA mode results [7]. Further efficiency can
be gained with the use of more sophisticated motion model and
context utilization. For example, the affine motion model and/or
segment motion can lead to more useful contexts.
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