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ABSTRACT 2. CLASSIFICATION

This paper deals with the supervised classification of synthetic_l_h ltiolicati t of noise in SAR modulus i K
aperture radar (SAR) images. Our approach is based on two € multiplicative aspect of noise in Moaulus Images maxes

criteria, which explicitly take into acent the intensity of the classification difficult, therefore, we classify the result of speckle
' filtering. The used classification scheme is :

SAR image and the neighborhood classes, similarly to the Pots
SAR Modulus Image Y

model, but weighted by a discontinuity map. The high level of
Speckle Filtering

noise involves numerous classification errors, then we classify a
restored image filtered with a well-adapted algorithm to
clustering. Moreover, we isolate the texture of SAR images in
order to help the classification. Finally, we present results on real
B

Noise Estimation : B
O -d
Filtered Image : X Edge Map :
Thus in a first part we briefly explain our algorithm for speckle
reduction, the assumptions, the models and the edge preserving Classification
processing.
Next we develop our classification criteria, the definition of our
Classified Image :C

SAR images.
classes and the definition of the neighborhood.
2.1 Speckle Filtering

1. INTRODUCTION

The supervised classification of SAR images involves
sophisticate algorithmselsause of the high noise level. Well
known methods are based on growing regions algorithms [1], or
on detection of areas followed by the merging of these areas [2].
Most of these algorithms chain different methods as edge
detection, watershed and region merging.

Our approach consists in the speckle filtering before the
clustering. The only knowing of the filtered intensity image is not
sufficient because of the high noise level. An other possible
information to help the clustering is the texture, but it is difficult

to isolate it in a noisy image.

Then, we explain how we isolate the texture in a SAR images
and how we use this information to help the classification.

Finally, we present results on a real single look SAR image.

To filter the speckle, we use the algorithm developed in [3].



Let consider the multiplicative model :
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Y represents the magnitude of the observed imajethe d 1‘14_ ] > i,
unknown data andB the multiplicative noise.
To filter we made the hypothesis :
o v N
. X is piece-wise constant. di j-1 i di

*  The noise intensit follows a Gamma pdf, is independent 2 3 Minimization
and identically distributed over the image.
The minimum of the criterion of classification, satisfies the

Our algorithm estimates three images : . .
following equation :

O
*  The filtered imageX .

«  The estimation of noisg . a;S(XC) =0 <
Cc i,j
e The edge map (Edge preserving while smoothira)
dis a coefficient between 0 and 1, which value tends 0 B’i—ljch—lj +0i-1,jCli—g j+1+ i, jCli j41 H
toward 1 for flat areas, and toward O on strong gradient Xi,j+}\%+ di, jCli+yj+1+di jCli+y,j +di,j—1C|i+J,j—1B
areas [3]. B‘F 0 j—1Cli j—1 +di—1, j-1Cli—1,j1 + Cl; j H
Notice that the piece-wise constant assumption is closed to thexq,j = 1+/\(2di—lj +3d; j +2d j—1+di—l,j—1+1)

classification aim.
(4)
2.2 Criterion o
2.4 Projection

We define an auxiliary variableX,, X.O0O. This variable ] ) ] o
. ' . Wedefine a clasdy itsmean p and itsstandard deviatior .
represents a compromise between the values of the filtered image

U . In order to obtain the classified imadge, we defined the
X and the values of the neighborhood clas&#g for each membership of a pixel to a cladsas :
pixel.
For clustering we minimize the criterion : xq j OClass A if XCi j 0 [HA‘ﬁUA,IJA*' BUA]
And thenCl; j = ua, B is a constant.
2
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J(Xc) =X = X|| +A d . —Cl
(Xe)=xc 202 <X, ~Ch 7@ 3. MORE INFORMATION

For a single look image, the high level of noise involves
numerous classification errors. Thus we try to find more
information to help classification. The main idea is to use, and
then to isolate theéexturein the SAR images. One more time we
regularization parameter which weighs the influence between theuse the results of the speckle filtering to isolate the texture :

two terms. Our criterion takes into account the value of the

S represents the neighborhood of the pixlé[:i K A is a

0 . cam =Y
filtered image X and the neighboring classes weighted by the We calculate the noiseB =

O
edge magl. X

According to the definition of the edge map, we define the _ ~ DE
neighborhood of a pixel weighted by the discontinuities as * We define :T = f B-BE

follows :
The imagerl representghe absolute value diie textureand the
modeling errors on which a low pass filtdris applied.




3.1 Criteria

We define an auxiliary variablél,, T.OO . This variable

represents a compromise between the values of the texture image

T and the values of the neighborhood clas§#g, for each
pixel. We define the classification criteria as :
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Srepresents the neighborhood of the piXQ{ K

Our second criterion takes intaccount the texture and the
modeling errors (imagd) as well as the neighborhood classes
weighted by the edge malp

We minimize the criteriaJ(Xc) and J(TC) in order to obtain
XcandTe .

Notice that we have aanalytic expressiorof X, and T; , then

ThusCl; j =up and Clyj j = AT
5. ALGORITHM
Repeat
Compute X .
ComputeT, .

ComputeCl , and Cly .

Until convergence

The classified imag€ is composed by thé:li'j .

6. EXPERIMENTAL RESULTS

to cluster the image we just have to define a distance and &xperiments on our algorithm were conducted for real ERS1

projection.
4. DISTANCE

A class is defined by 2 couples of values: The me(mﬂT) of
the class and its standard deviati_c(asaT).

In order to take into account the information of texture to classify
the filtered image, we define the distance to a class A as
following:

X A
DISI%( Class% —0{‘ qj

A is a parameter which weighs the influence between the two
terms.

‘T _HAT‘
G,j
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The new definition of the membership of a pixel to a chass:

data. Fig 1 represents a single looks SAR image of various
maturates rice fields, Fig 2 the filtered image, Fig 3 the absolute
value of the texture image and Fig 4 the result of the supervised
classification. On this last image, the classified areas have
continuous boundaries and no too small size which can be a sign
of errors. This qualitative criterion is enforced by the knowledge
of the cultivating distribution on a map (Fig. 5).

7. CONCLUSION

In this paper, we propose a new supervised classification
algorithm for SAR images. This algorithm is very fast and
efficient but we also seek to find a method to tune automatically
the program parameters.
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