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ABSTRACT test sets with and without control of the OOV rate. Word

In this contribution we present some design considerations corf2'TOr rates are analyzed as a function of word frequency and
cerning our large vocabulary continuous speech reitiogrsystem ~ '0ot form normalization.

in French! The impact of the epoch of the text training material on
lexical coverage, language model perplexity and redmgnper- FRENCH RECOGNIZER EVALUATION

formance on newspaper texts is demonstrated. The effectiveness of Some of our recent aciiies in LVCSR for the French
larger vocabulary sizes and larger text training corpora for languagringuage have been carried out in the context ofeesp
modeling is investigated. French is a highly inflected language prorecognition evaluation project launched by the Francophone
ducing large lexical variety and a high homophonerate. AbOUt?’OO/%UPELF-UREF organization. Academic sites with French
of recognition errors are shown to be due to substitutions betwee cognition systems participated in various evaluation cate-

inflected forms of a given root form. When word error rates are ories on read speech froneMondenewspaper. The cate-
analysed as a function of word frequency, a significant increase i P paper.

the error rate can be measured for frequency ranks above 5000. 9ories differed mainly by the allowed lexicon size (20k/65k),
and by the use or not of an OOV-controlled test set. Pre-

INTRODUCTION vious experiments in LVCSR in French have been reported

French speech regnition systems must address the highin [8] using a 20k vocabulary (LRE<3LE project) on test
lexical variety of the French language which results in largeS€tS With a controlled OOV rate of about 2%. Without arti-
out-of-vocabulary (OOV) rates. A large proportion of the flqal limitation thg QOV rate tends to be closer to 5 or 6%
observed lexical variety corresponds to homophones, whiclith @ 20k recognition vocabulary. For the)AELF97 eval-
can be seperated only by an appropriate language modgftion [5], development and evaluation test sets containing
(LM). A comparative study of French and English showegabout 180 paragraphg (600 sentences from 20 speakers) were
that, given a perfect phonemic transcription, about 209s€elected without explicit co.nt.rol of the OOV rate. From this
of the words in English newspaper texts are ambiguouglata ("), a subse’”, containing about 300 sentences were
whereas 75% of the words in French newspaper texts hawelected by including para}graphs with the lowest OOV rates.
an ambiguous phonemic transcription[6]. Concerning lexi- The LiMSI system obtained the lowest word error rate of
cal coverage, the number of distinct words in French musi1.2% (official result produced by the organizer(5]) on the
typically be double that of English in order to obtain the evaluation test set (600 sentences). ' The word error on the
same word coverage under comparable conditions[6]. Thigevelopment test data was 12.7% using the same system.
difference between French and English mainly stems from SYSTEM OVERVIEW
the number and gender agreement in French for nouns, ad-
jectives and past participles, and the high number of differ- The recognition system configuration is extensively de-
ent verb forms[6]. This lexical variety can be partly reducedscribed in [4]. The acoustic parameters consist of 39 cepstral
by appropriate text normalization [1], but there is a need folparameters (including first and second order derivatives) de-
larger text corpora for training French LMs [2]. rived from a Mel spectrum estimated on a 8kHz bandwidth.

In this paper we address the impact of the text training=ach acoustic model is a 3-state left-to-right CDHMM rep-
data epoch and size on lexical coverage, language modegsenting a phone in context. Gender-dependent models
(LM) perplexity and recognition results. Recognition resultsWere trained using 66.5k sentences from 120 speakers of the
are presented and compared on 20k and 65k systems usiRREF corpus[9]. For language modeling, 65k bigram and
trigram LMs were trained on 205M words bé Mondeand

Lpart of this work has been carried out within the ARBguistics, Com-  Le Monde Diplomatiquéexts (years 1987-1996), and 64M
puter Sciences, and Spoken Corpsugported by the BPELFUREF. The words fromAgence France Presg@\FP, years 1994-1996,

AUPELFUREF is partially sponsored by the French government. ARC: i ctri : o i
Actions de Recherche Conoe, Coordinated Research Actions,-A distributed by LDC). Canonical pronunciations for the lexi

PELF. Association des Universis Partiellement ou Emiement de Langue G2l €ntries were automatically generated using grapheme-to-
Frargaise, LREF: Universi€ des Rseaux d’Expression Freaise. phoneme rules [11]. These pronunciations were verified and
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alternative pronunciations were added semi-automatically. N —

Each lexical entry is represented using a set of 35 phonemes. 35 L fr;“,’;'ﬂglg —
Decoding is carried out in 3 passes: The first pass uses E training T1 —--

a small bigram LM (2.2M bigrams) to generate a word 3.0 : training T2~

graph. The acoustic models used in this pass consist of 3

about 3000 position-dependent triphones with about 8000 3 25

tied states. The second decoding pass, makes use oftheword =,

graph and a trigram LM (14M bigrams and 22M trigrams),

and position-independent triphone models (about 9000 tied 15

states distributed over 5000 models). In the third decod-

ing pass unsupervised acoustic model adaptation based on 10 Na Nb Nc

MLLR [10] is carried out using the hypotheses generated in

the second pass. Figure 1: OOV rates on developmenttest data for different normal-

ization versionsV,, Ny, N. onTy, Ty, 11, 1> training data using
DESIGN CONSIDERATIONS 65k word lists.

Preyiogs work on I.‘VCSR in Frenph reco'gnition' [6. 8, 13] N, differs from IV, in that case sensitivity and diacritics are
has highlighted the importance of increasing lexical COVEtemoved, and ambiguous punctuation markers are systemat-

age as an important issue in recognizer devglopment. Tngally decomposed. Tha, text form was used in this work.
link between coverage and language modeling is investi- Word list selection: A common approach for selecting

gated more deeply here. the recognition vocabulary is to simply include tNemost
Lexical Coverage frequent words of the training texts. The selection of more
The problem of lexical coverage has been addressed alomgpresentative training texts results in a better word list[7]
different axes: word list size, word definition and word list as illustrated in Figure 1. Comparable lexical coverages are
selection. Text training corpora frolre Mondehave been obtained for 40M, 105M and 185M word training text sets
divided in different subsets[1] in order to assess the impacas long as they contain recent dat,(%, 71). The use of

of training data size and epoch on vocabulary design: 40M words of older data’(p) entails a significant loss in
Ty : years 1987-88 (40M words) coverage. This suggests that the training data epoch is more
T4 : years 1994-95 (40M words) critical for optimal word list selection than the training data
T : years 1987-95 (185M words) size.

Ty : years 1991-95 (105M wordb)

L . . . . Language Modelin
Word list size: Better lexical coverage is obtained by in- guag L g . - | of
creasing the number of words in the recognition word list, 1€Xt training material comprising a total of 255M words

- : g ; ken from different sources:
OOV rates are displayed in Table 1 for lexicon sizes rang!S 1"
ing from 20k to 65k works, containing the most frequent LM 185M words fromLe Mondeyears 87-96,
words in7, training data. The OOV rate decreases fromMDP: 6M words fromLe Monde Diplomatique/ears 89-96,
over 6% to less than 2% on the development data. AFP: 64M words fromAgence France Pressgears 94-96.

['word list | 20k | 30k | 40k [ 50K [ 60K [ 65K | |
[%OOV [ 64]43]32] 24| 20] 18]

| LeM [ LeM+MD | LeM+MD +AFP |

#words|| 185M 191 M 255M
Table 1: OOV rates on the APELF development sef, for word #bg 11.9M 12.1M 13.5M
lists ranging from 20k to 65k words. The word lists contain e #tg 13.9M 14.3M 18.1M
most frequent words iffo training data. PPX. 138 137 135

Word definition: For a fixed word list size, lexical cov- rapie 2: LM size (#bigrams and #trigrams) and perplexity (ppx.)
erage can be increased by applying appropriate languaggs a function of different training corpora:iLeM, LeM+ MD,
dependent text normalizations. An extensive discussion dfeM + MD + AFP. Bigram/trigram cutoffs of 0/1 respectively.
such text normalizations for French can be found in [1].

In Figure 1 OOV rates are shown to be reduced by about In Table 2 the LM sizes for fixed cutoff values are shown
50% when going from raw but clean data (text foig) to  as a function of the training corpus size, along with the per-
more aggressively normalized formgy(, N.). The N, form  plexity of the development data. When building trigram lan-
is derived fromN, by processing ambiguous punctuations,guage models for French, we use smaller cutoffs (0/1) for
sentence-initial capitalizations, digits and acronyms. Fornbigram/trigram selection than we typically use for English
(1/2). The lower cutoffs result in larger LMs, and suggest

2This was baseline resource for all partners in theeALF French rec- that still more data areatessary for accurate LM training.
ognizer evaluation project.

3T, is significantly smaller thafi’;, but contains only the more recent
data. 4 LeM correspondsto th#, corpus for lexical coverage.




Recognition Results OOV control tends to filter out high perplexity sentences.
Recognition results with 20k and 65k systems ontiie A Thus, the resulting test set is not only better covered by the

PELF development set are shown in Table 3. The samavord list, but also better modeled by the LM.

acoustic model sets (described previously) are used for all ERROR ANALYSIS

conditions. The first two entries compare 20k systems with . , i

LMs estimated on th&; corpus (20k-40M) and and on the Recognition errors frequently involve incorrect gender,

LeM + MD + AFP corpus (20k-255M). The third entry (65k- number anql tense agr_eement anq other ho_mophone substitu-

255M) corresponds to a 65k system where the output is fillions- A typical recognizer outputis shown in Figute 2r-

tered using the 20k vocabulary. The last entry (65k-255M) e

corresponds to the 65k system. For the 20k systems only

small gains are observed despite the significant increase gy p

the training text material with more recent data: 9% relative

for the7 condition and of 16% relative for tHg’ condition.

Comparing the 20k-255M/20k and 65k-255M/20k systemsFigure 2: Example of recognizer outpillustrating most common

the observed relative gain of about 25% for b@ttand7’  error types: homophones: remercierremerce (same root), nom-

can be attributed to LM improvements. With the same lanMer— nomne (same root), near homophones:gest (word fre-

guage model, an additional 20% relative error reduction i§UENCY rank< 50) .

obtained by increasing the lexical coverage from 20k to 65Kger to further investigate the extent of these errors, the recog-

These results illustrate the importance of increasing the syssition error rates were compared for different test normal-

tem’s vocabulary size provided appropriate LM training datgzations (see Table 5) using standard scoring. Starting from

Jacques Chirac pourrait il un jour remerchdain Juppe
etnommerPhilippe guin au poste de premier ministre
Jacques Chirac pourrait il un jour remeréilain Jupg
estnomng Philippe $guin au poste de premier ministre

are available. the IV, text form? strings are normalized to remove case-
T T sensitivity and diacritics, and decompoundéd form). De-
LM Vvoc | [ %oov | %err | [ %00V | %err compounding is the most effective normalization [3]. The

20k-40M | 20k 6.4 239 3.6 173 importance of inflected form substitutions is shown by the
20k-255M | 20k 6.4 21.8 3.6 14.6 two last entries in Table 5. Root forms were obtained using
65k-255M | 20K 6.4 16.0 36 108 the INTEX system [12]. A relative error reduction of over

65k-255M | 65K 13 | 129 05 88 20% is obtained by replacing inflected forms by their root

forms.

Table 3: Recognition results W_lth 20k and 65k systems on the A | Normalization | %%err |
PELF development set. The first column indicates the number of 8

distinct lexical items in the LM, and the training text size. LMs N, form (baseline) 13.6%
estimated from th&}, data or from theeeM + MD + AFP data.7: N¢ (Ny + no comp., ci, no diac.) 12.7%
600 sentenced,’: 300 sentence subsetwith controlled OOV rate. N, + root forms 10.3%

0
To investigate the influence of LM training data size and N, + root forms 9.6%

epoch onrecognition results, LMs were estimated from thregapie 5: Word error rates as a function of different text normaliza-
different text corporaly, 77, and the 255M word corpus. tions applied to theV, form of the reference transcripts and rec-
LM perplexities and recognition results (without speakerognizer hypotheses. The two last entries of the table result from
adaptation) are reported in Table 4. A relative gains of ovefeducing inflected forms to root forms.

10% is obtained by improving the epoch, with an additional

gain of 8% relative by increasing the test size. Word error rates are typically measured on individual sen-

tences. In order to investigate how the word error rates are

| LM | ppx | %err ] related to the LM accuracy, wegpose to measure the word
65k-40M (I}, years 87-88) 198 | 16.8 error as a function of the word frequency. To do so, the
65k-40M (I, years 94-95) 168 | 15.8 system vocabulary was partitioned into 11 word frequency
65k-255M (years 87-96) | 135 | 14.5 rank regions (FRRs)X;_1, K;], logarithmically distributed

_ _ along the decreasing word frequency axis. Each wgyaf
Table 4: Results obtained with a 65k systems on therLFde-  the test set is associated its frequency rapkn the recog-
velopment sef. LMs are estimated frorff data, from7g data pjtion vocabulary. Ifk, €]K;_1, K;] then the FRR ofu,,
and from theLeM +MD + AFP data respectively. is K;. The first FRR §, €]0,10]) contains the 10 most
Impact of OOV control freque,nt WOI’d'S in the training datghe, la, I, le,a, et, les, .

The last f Table 3 sh the effect of controllin des, d’, unwhich are forms of defined and undefined arti-
th Oeo\alls :Owr?th awerd SrrO\rNrSt e} ? e(f:ixod (\:/O 8 I ?cles, the conjunctioand and prepositionsf andto. OOV

© rate on the wora error rate for a lixed vocabulary,,, s are grouped in an separate subkgt{ Ki1). Error

. . o X
size. The error rate is reduced by over 4% absolute, whic ates can then be measured for each subset. Figure 3 shows

IS more tha}n 4 times the OOV rec!uctlon of 0.8%. Th'.s. Iargethe word error rate as a function of the 11 word frequency
difference is partially due to the difference of perplexities of

the 7 texts (135) and thg”’ texts (106). This means that  5This formis slightly different from the official scoring normalization.




rank regions. The word occurrence distribution of the test DISCUSSION AND PERSPECTIVES

data is provided in the same figure for reference. The OOV Even though increasing the recognition vocabulary size
subset (1.3% of the data) with a 100% error rate is not repys the most efficient way to reduce the OOV rate, small ad-
resented. For each curve the figures are plotted at the UBjtional gains in lexical coverage can be obtained by opti-
per bound ofeach FRR. For rankg, > 5000 error rates mjzing the text normalization and weighting subsets of the
tend to increase drastically, but only concern about 15% Ofyaining texts. For the latter the training text epoch is more
the test data, i.e. words not occurring in the first 7 rank rejmportant than the training text size. Increasing the training
gions. The first FRRs contain mostly short words (includingiext material from 40M to 255M words allows larger LMs to
monophone homophones) which are acoustically difficult tye trained, which result in significant decreases in perplexity
discriminate. The lowest word error is obtained for wordsgnq in error rates.

in the 5th FRR (W|th fre.quen.cy ranks from 500 to 1200) The word recognition error was reduced by 40% (re|-
These words are well trained in the LM and they are usuall)étive) by extending the vocabulary from 20k to 65k, and
polysyllablc_and therefore acoustically easier to discriminatgan pe attributed to simultaneous improvements in cover-
than words in the lower FRRs. age and language modeling. We have experimentally shown
that OOV control has the side-effect of controlling the per-

Word Error Rate vs Word Frequency
T

40 plexity, which contributes to artificial performance improve-
35 Uccu"eroev}/ﬂgggg; o ments. Recognition errors are mainly due to homophones,
% for the most part errors in gender and number agreement.
. Error rates have been shown to increase dramatically for in-
3 frequent words, where an important rate of inflected form
PO S— e substitutions has been demonstrated. Improving language
1 modeling techniques can be considered a most challenging
o 7 7 research direction for French speechoggaition.
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