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ABSTRACT

We propose a video coding and delivery scheme which is geared
towards low bit-rate and real-time performance requirements. We
use a finite state wavelet-based hierarchical lookup vector quanti-
zation (FSWHVQ) scheme, which embeds the optical flow calcu-
lations in table-lookups. This video coding scheme is both fast
(table-lookups) and accurate (dense motion field), and avoids the
blocking artifacts and poor prediction which plagues block cod-
ing schemes at low bit rates. For restricted image compression/
transmission scenarios like teleconferencing, for which a good
training set may be available, the FSWHVQ scheme may be
viewed as storing as an internal representation in its lookup
tables, a valid and complete model of the problem domain. 

1. INTRODUCTION

Interest in very low bit rate image/video coding has received a
great impetus in recent times ([5],[8]) due to the accessibility of
very low bit-rate channels, that were originally designed to trans-
mit speech or text, e.g. radio channels, public switched telephone
networks (PSTN) and computer networks for delivering e-mail.
The target rate for these channels is typically less than 100 kb/s.

To get this kind of compression, we need to squeeze out the last
drops of spatial and temporal correlation, by using a combination
of motion compensation (temporal) and block coding or vector
quantization (spatial) techniques. MPEG (BMA/DCT) seemed to
be a good solution, by estimating the motion of each image block
by a single vector ([8]). But at very low bit rates, this coarse
approximation suffers from very visible and unpleasant artifacts.
Therefore, we are faced with the following design criteria for any
practical low bit-rate compression scheme: a) The motion estima-
tion should be accurate. This automatically means that the resid-
ual errors will be small, and can be compactly coded; b) Rate/
distortion (R/D) should be optimal, and ideally this should be
adaptable (i.e. dynamically tunable) according the bandwidth
availability; and c) Both encoding and decoding should be fast,
possible in real time, and/or realizable in VLSI.

In this paper we are motivated to satisfy the above design criteria
as closely as possible. To this end, we propose the following solu-

tions: a) Use optical flow instead of block matching, to obtain a
dense and accurate motion field estimation ([2],[4],[5]); b) Use
vector quantization, which uses an overall rate-distortion optimi-
zation scheme in the codebook design (i.e. training) phase ([6]);
and c) use FSHVQ (finite-state hierarchical table-lookup vector
quantization, see [7]), which “embeds” the optical flow computa-
tions, by storing state information. 

This gives a fast encoder and decoder which proceed through
table-lookups rather than complex computations. The operational
bit-rate can then be dynamically tuned to the available bandwidth,
by using successive stages of table-lookups ([1],[3],[7]). HVQ
also gives us the added “bonus” of cheap trans-coding to lower
bit-rates, by distributing the codebooks over a heterogeneous net-
work (see also [1]).

The “building blocks” of our method, i.e. the Horn/Schunck opti-
cal flow method, WHVQ (wavelet-based hierarchical table-
lookup vector quantization) and FSHVQ (finite state HVQ) are
well described in [9], [1], and [7] respectively. Optical flow has
been used in other video coding work, e.g. [2],[3],[5], but not in a
fast coding scheme like table-lookups which is practical for a
real-time encoder, and which can be implemented in hardware
([10]). The idea of embedding higher-level, e.g. classification
tasks in the HVQ frame-work was introduced in [3]. Finite state
table-lookup hierarchical vector quantization (FSHVQ) is used in
[7] for still image coding, using side intensities as the “state”. We
extend the FSHVQ idea for image sequences, by using code-
words used to encode the previous frame, and previously esti-
mated motion fields as the “state”. The new technique introduced
here is the embedding of optical flow in FSHVQ for video cod-
ing.

This paper is organized as follows. In Section 2 we show how to
use state information to embed optical flow in the FSHVQ frame-
work, for the basic coding scheme. In Section 3 we will explain
the rate/distortion optimization in the training phase, and the
extension of the basic scheme to perform multi-scale optical flow
on smooth wavelet co-efficients, which handles large displace-
ments (see also [2]). We give some results in Section 4, and con-
clude in Section 5.



2. EMBEDDED OPTICAL FLOW AND 
FSHVQ

We will illustrate the method with a specific example (Figure 1).
In normal HVQ, blocks of pixels are vector quantized (using
table-lookups) by quantizing, or “merging” two vectors (at the
first step these are a pair of pixel values), alternatively, along
rows and columns (see [1]). So a 2x2 block of pixels (Figure 1) is
quantized into one table index in two steps. First, two row-wise
lookups quantize the row-wise pixel values to give two table indi-
ces, Y0 and Y1, followed by a column-wise second-level table
lookup, which quantizes the column-wise indices into one index,
Z0, which represents a 2x2 code-book vector. 

FIGURE 1. Two steps of HVQ lookup followed by 1 step of
FSHVQ table lookup to give the index of the
optical flow vector

Horn and Schunck’s optical flow method ([9]) proceeds by apply-
ing spatial and temporal derivative masks, e.g. of size 2x2, at cor-
responding spatial locations of the current and previous images.
So if the quantized codebook indices of the previous frame (at the
2x2 block quantization level) are stored, along with the motion
field averages uav and vav as the state (see [7] for a description of
state in the FSHVQ method), then the optical flow vector at time t
and at location x,y can be conveniently expressed as a function of
the state at time t, st, and the previous and current images, it-1 and
it in equation 1.

(EQ 1)

This simply means that feeding the (2x2 level) code-book indices
Z0t and Z0t-1 into Hs, the FSHVQ table for state s, we can look up
the index of the motion vector, (u,v). The FSHVQ code books and
tables are, of course, populated in the training phase, by using the
Horn and Schunck formulation ([9]). This embeds the optical
flow computation in table-lookups, and gives an extremely fast
encoder. 

Subsequently, the usual HVQ strategy of table lookups can be
continued for the motion vector indices, to build up “super
blocks” of motion vectors (see also [6]). The residual errors for

each block can be sent using a lower bit-rate HVQ scheme (since
the residual errors are usually small and well clustered).

To complete the encoding, the state is updated by storing a matrix
of the local motion field vectors (uav, vav), and the output or
reconstructed image is stored as the “previous image”, it for the
next frame at t+1, as shown in equation 2.

(EQ 2)

This allows the encoder to track the decoder, and prevent error
accumulation - it represents the “closed loop” of the generic
FSHVQ system ([7]), as the previous image, it, and the local
motion field averages, (uav,vav), together comprise the state of
this encoder.

A further departure from the single-frame FSHVQ method ([7]) is
that overlapping blocks are coded, up until the motion vector
lookup stage from the FSHVQ table Hs (Figure 1), using “sliding
windows”. This means that there will be no blocking artifacts in
the motion compensation. 

3. EXTENSIONS AND 
OPTIMIZATIONS

3.1 Static Regions

The biggest performance per cost optimization is also perhaps the
simplest - send compact codes or escape sequences for static
regions (see also [4]). Typically, in video teleconferencing appli-
cations a large percentage of the image is static, and we can use
this fact, by applying suitable thresholds.

3.2 Rate-distortion optimization

Many optimizations are possible during codebook design, in the
training phase. In our view, one important optimization is to pick
those codebook vectors which give the smallest increase in over-
all distortion, in coding at a lower rate. To do this we need to min-
imize the true R/D cost associated with the motion codebook.
Here, R represents the total number of bits needed for compres-
sion, which includes both the rate for encoding the motion vectors
and the rate spent on quantizing (using lower bit rate HVQ) the
prediction error. The optimization problem can be formulated as
an unconstrained minimization of the Lagrangian, in equation 3.

(EQ 3)

This translates into modifying the basic LBG (Linde-Buzo-Gray)
training algorithm to simultaneously pick those motion and spa-
tial vectors which will give the smallest reconstruction error for
each book.
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3.3 Multiscale Extension of the Optical 
Algorithm

To keep the discussion simple, we used pixel values in the algo-
rithm description in Section 2. In actual practice, we use short
wavelet filters, e.g. Haar or Daubechies 4-tap filters to vector-
quantize the wavelet coefficients, instead of grey levels (see also
[1],[2],[8]), to improve the quality of the compressed images.

FIGURE 2. Two scale wavelet decomposition. Optical flow
can be computed on the band LL2 to handle larger
displacements

Thus, it would be simple to apply Horn and Schunck’s optical
flow method on a low-pass version of the image (i.e. smooth
coefficients, see Figure 2) in order to handle large displacements
or motions. Then the decoder would perform the motion compen-
sation or interpolation in a coarse-to-fine manner. Inter-level
smoothness constraints could also be used (see [2]).

4. CODING RESULTS

We show some experimental results of coding the “Claire” news
caster sequence at 100 KB/s (sustained) after the initial frame was
sent (intracoded) in Figure 3. The optical flow technique gave an
average PSNR of 36.0dB, whereas BMA gave 34.8dB. Also our
algorithm performed much better at the edges, whereas BMA
gave severe blocking artifacts.

5. CONCLUSIONS AND FUTURE 
WORK

In this paper we have presented a finite state table-lookup HVQ
with embedded motion estimation. The encoder is implemented
using only table lookups, and is thus practical for real time low bit
rate systems. We have used finite states to encode the local
motion field vectors, embedding the Horn and Schunck optical
flow algorithm in a table-lookup. We have also shown how to
extend this algorithm to compute larger displacements, by using
the optical flow FSHVQ lookup on smooth (low-pass) coeffi-
cients.

The most important contributions of this work are: 1) it combines
an accurate method like optical flow with a fast method like hier-

archical table-lookup vector quantization to achieve speed and
performance, all computationally expensive operations being
incorporated into the off-line training phase; and 2) it uses the
concept of finite states to encode information about the previous
frames in order to compute and utilize motion compensation.

As further work we are interested in using the EZW scheme to
encode the motion vectors and residual errors instead of HVQ.
This might allow better control and fine tuning of thresholds. In
our work we found that thresholding had quite large impact on the
R/D performance (see also [4]). Furthermore, as many of the
motion vectors and residual errors are close to zero, EZW may
represent the positional information (significance map) more eco-
nomically.
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FIGURE 3. Results from the “Claire” news caster sequence a,b-Original frames; c,d-Optical flow vectors computed (d is not on the
same scale as the images); e-FSHVQ reconstruction; f-BMA reconstruction
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