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ABSTRACT

We present an architecture of a General Purpose Numerical Pro-
cessor(GPNP). The processor with this architecture is capable of
running a wide variety of numerical processings and digita sig-
nal processings with its programmability. Flexibility and high-
performance are achieved by multiple functional units and their
datatransfer parallelism. The prototype of a GPNP with five func-
tional units can operate with 33-MHz clock frequency by simula-
tionand itssize correspondswith 230-kTr. and 34.5-kbytes on-chip
memory.

1. INTRODUCTION

Advanceof computer network technol ogiesaccel erate thewide use
of multimedia data. Multimedia data consist of text data, audio
data, imagedata, and the other different format digital data. Apply-
ing these digital data requires alarge amount of numerical process-
ing asaresult. Moreover, high-speed calculationisrequired to deal
with audio and image signals under the execution time constraint.
Conventionally, numerical processings were executed on general
purpose CPUs and DSPs (Digital Signal Processors) as software.

DSPcan be classified into “ application specific DSP” and “gen-
eral purpose DSP” Theformer isdesigned for aspecific digital sig-
nal processing, and the latter can deal with some domain of digital
signal processings. Recent advance of semiconductor technolo-
gies enable us to integrate a much larger scale DSP with higher
performance[1]. Considering general use, programmable DSP and
reconfigurable DSP are al so proposed[2][3][4].

Inthis paper, we proposethe general purpose processor architec-
ture for numerica processing indispensable to multimedia signal
processing. In the next section, some examples of application are
introduced and these features are considered for our processor ar-
chitecture. Then, a General Purpose Numerical Processor(GPNP)
architecture is explained being divided into each component unit.
Next, aprototype of the GPNP isintroduced. Finaly, this paper is
concluded with the discussion of the effectiveness of the GPNP.

2. NUMERICAL PROCESSING

In this section, some applications of numerical processing are in-
troduced. The processor architecture is considered taking account

of these features.

2.1. Matrix Operation

Matrix operation is utilized in manifold applications such asimage
signal processings. N x N matrix operation can be formulated as
follows:
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where ¥ = 0,1,---,N — 1, z(») and y(n) denote an N-
dimensional column vector, ax, and bz, denote an element of
N x N matrix, and A, B denote a scalar multiplier, respectively.

Shown in (1), each multiply-accumul ate operation for a element
in the matrix is parallel-executable.

2.2. DCT

DCT (Discrete Cosine Transform) has its many application not
only for audio and image compression but also for digital filters
and filter banks. Each element of N x N transform matrix for
N-point DCT-1I, which is often utilized in image compression, is
formulated as follows:
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wherem,n =0,1,---, N — 1. DCT agorithms can be expressed
using matrix operationsas(2) shows. Inthematrix implementation
of DCT, an operation for an element is independent from the other
operation as is matrix operation.

2.3. FIR Filter

FIR(Finite Impulse Response) filter is a kind of digital filter, and
utilized in digital signal processings such as audio, communica-
tion, and image processing. An agorithm of N-tap FIR filter is
formulated as following expression:
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Figure 1: A Signal Flow of FIR Filter.
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where z[n], y[»] indicate input and output of FIR filter in time »,
and each a[:] indicates the filter coefficient, respectively.

A signal flow of FIR filter based on (3) isillustrated in Figure 1.
Each termin (3) isindependent from the other terms. Let the com-
putation of a sum-of-product term corresponded to (a) in Figure 1
be defined as the basic block. The each basic block can be calcu-
lated in parallel within 2 clock cycles, for example, using multiple
MAC (Multiply-ACcumulate) unit which can calculate a sum-of-
product term in 1 clock cycle. Computational sequences of 16-tap
FIR filter using four MAC units are shown in Table 1. The paral-
lelism of the calculation in Table 1 is about the number of MAC
units: These applications havethe high potential parallelism of cal-
culation.

2.4. Considerations

Implementing numerical processing, following processor archi-
tectures are considered: (@) consists of multiple functional units,
ROM, RAM, and control unit, (b) with subordinate/parallel con-
nection of functional units, and (c) considered shared functional
units. Software oriented implementation (a) can have the more
general purpose facility than hardware solutions. However, the
amount of hardware including instruction memory increases as a
result. On the other hand, hardware oriented implementation (b)
and (c) can customize its architecture for its specific application at
the expense of general purpose facility.

Considering the above-mentioned examples, an architecture
model for numerical processing can be implemented using the
combination of following units: Functional Unit (FU), Control
Unit, Memory Unit, and Register Unit, where FU includes MAC
unit and ALU, and Control Unit includes PCU (Program Counter
Unit) and MCU (Memory Control Unit).

In numerical processing for multimedia, it is also important to
perform multiply-accumulate operation in as few cycles as possi-
ble. Improving the performance of MAC unit, we can adopt fol-
lowing approaches: (1) improves clock frequency using pipelined
MAC unit[5] and (2) utilizes multiple MAC units for parallel
operation[1][6]. In the approach (1), whole units in the processor
must be operated at higher clock frequency. On the other hand, the
approach (2) needslarger chip areaassigned to multiple MAC units
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Figure 2: The Organization of the GPNP,

than the approach (1). However, the approach (1) requires higher-
speed on-chip memories and larger power consumption. The ap-
proach (2) can be adopted as acceptable for the total chip size as
thearea of MAC unitsis, and would be effective to numerical pro-
cessing aswas shown in Table 1

In the next section, our processor architecture based on these
considerationsis explained.

3. ARCHITECTURE DESIGN

General purpose DSP is based on micro-processor with some pe-
ripherals for digital signal processing, such as a few independent
memory banks, and hardware loops, addressing unitg 7][8][9].

We propose the architecture based on general purpose DSP tak-
ing account of general use to operate numerical processing.

3.1. Structure of Processor

Our processor architecture, GPNP, consists of multiple MAC unit,
EALU (extended ALU), PCU, MCU, Memory Unit, and Register
Unit. Figure 2 illustrates the organization of the GPNP.

The GPNP has following features: (1) Control Unit adopts mi-
croprogram control systemfor generality. (2) The GPNPcan calcu-
late doubleformat or extended format operation using multiple FU.
(3) Datatransfer parallelism can be achieved by thedatalinstruction
memory with memory bank system and Register Unit with multiple
register files.

The functionality of the GPNP can be parameterized asfollows:
(1)bit-width of 1/0O port, (2)basic internal precision,
(3)number of MAC units,  (4)capacity of memory bank,
(5)number of memory banks, (6)number of registers, and
(7)number of register files.

These parameters will be defined according to the area con-

straint, the execution time constraint, and target applications.

3.2. Functional Unit

The structure of MAC unit utilized in the GPNP is shown in the
left part of Figure 3. MAC unit consists of following components:
N-bit fixed-point multiplier (MUL) with 2n-bit output can execute
multiplicationwithin 1 clock cycle, which enablesto execute MAC



Table 1. Computational Sequences of 16-tap FIR Filter Using Multiple MAC Units.
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Figure 3: The Structure and Peripherals of MAC unit.

operationin 1 clock cycle. 2n-bit ALU can also execute saturation
arithmetic. Saturation arithmetic can decrease the number of com-
parison and branch instructions. 2n-bit barrel shifter (BSFT) can
shift itsinput data to left/right direction ranging from 1-bit to 2n-
bit, which can be utilized in rounding and normalizing.

2n-hit accumulator (ACC) can vary its output datain format of
“HH”,“LH", “HL", and “LL", where “H" indicates upper n-bit of
input data, and “L” indicates lower n-bit of input data, hence the
destination of output datain data transfer can be decided flexibly
as is shown in block(a) of Figure 3. On the other hand, EALU
has an n-bit input and have the samefacility asALU in MAC unit.
The GPNP can provide flexible calculation in parallel at the other
precision format, such as double format, controlling multiple FU's
by its microprogram.

3.3. Data Transfer

Data transfer in the GPNP is classified into (a) between FU and
Register Unit, and (b) from Memory Unit to Register Unit. The
data transfer between Memory Unit and the outside of GPNP is
achieved through aparallel I1/0.

Inthe case (8), MAC unit can write 2n-bit data to two n-bit reg-
ister files. MCU, PCU, and EALU can write n-bit data to one n-bit

register file. In reading data from register file to FU, FU can read
datafrom any register files, which keepsflexibility of datatransfer:
The GPNP adopts heterogeneous register system inwriting data to
register file as is shown in Figure 3. In the case (b), other units
can read/write from/to data memory through MCU fundamentally,
which means the GPNP adopts |oad/store architecture with the ex-
ception of following data transfer system. The GPNP can transfer
datadirectly from datamemory to Register Unit by noway of MCU
decreasing the data transfer overhead: Starting to operate numeri-
cal processing, the amount of data such as coefficients needs not to
be preloaded in Register Unit. Moreover, each data transfer from
data memory bank to register file can be executed concurrently.

The GPNP will achieve high performance by implementation of
this data transfer parallelism.

4. PROTOTYPING

In this section, we introduce the prototyping of the GPNP for in-
vestigating effectiveness of proposed architecture.

4.1. Preliminary

We prototype the GPNP with following parameters:
(2)bit-width of 1/O port 16-hit,
(2)basic internal precision 32-hit,
(3)number of MAC units 4

(4)capacity of memory bank  2-kbyte,
(5)number of memory banks 16,
(6)number of registers 12, and

(7)number of register files 11.

Bit-width of 1/O port is 16-bit considering common audio signal
processing. Basic internal precision, the bit-width of output in
MAC unit, is 32-bit.

4.2. Features of the Prototype

All the functionality of the GPNP is described in VHDL for short
design time: Control Unit and FU is described in RT level, and
Memory Unit is described in behavior level for smulation. The
amount of al the description is about 17,000 lines. Control Unit
and FU is logic-synthesized. These logic-synthesized netlists are
connected with Memory Unit in layout level using COMPASS DA



Table 2: Features of the Prototype.

Technology 0.6pm CMOS3LM

Chip Scale 230-k Tr.+34.5-kbytes memory
Clock Frequency 33-MHz

Chip Size & Package | 9mm x 9mm, 208-pin QFP

'M

Figure 4: Layout Pattern of the Prototype.

TOOL. Thefeatures of the prototypeis shownin Table 2. Thelay-
out pattern of the prototypeisillustratedin Figure 4. We confirmed
the prototype of the GPNP could operate at not less than 33-MHz
clock frequency by simulation.

4.3. Prototyping Results

The executiontime comparison for 256-point complex radix-2 FFT
isillustrated in Figure 5. The data needed to execute the applica-
tion assumeto be stored in the data memory at the initial status of
the application. Higher-speed execution time can be achieved by
parallel-executable MAC units than the other DSPsrelatively.

However, the GPNP architecture needslarge amount of memory
capacity, which meansthe arearatio of on-chip Memory Unitinthe
prototype is dominant. The number of global wires, in specialy
between Memory Unit and Register Unit, is very large because of
the generic network between them. Itisalso one of reasonsthat the
prototype used 0.6m CMOS with 3 layer metal. Thisproblemis
expected to be solved using the deep-submicron technology with
more multiple wiring layer.

Further, in the actual design, more deliberated parameter setting
and the subset of our proposed architecture will be required con-
sidering the trade-off between performance and area.

5. CONCLUSIONS

Inthispaper, we proposed an architecture of aGeneral Purpose Nu-
merical Processor(GPNP). The processor with this architecture is
capableof running awidevariety of numerical processingsand dig-
ital signal processingswith its programmability, multiple FU’s, and
their datatransfer parallelism. The prototype of a GPNP can op-
erate at 33-MHz clock frequency by simulation and achieve high-
speed execution of 256-point complex FFT.
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Figure 5: Execution Time for 256-Point FFT[10].
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