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ABSTRACT

This work considers the problem of jointly estimating symbol frame
boundaries and carrier frequency offsets for orthogonal frequency
division multiplexed (OFDM) communications in frequency selec-
tive fading environments. Orthogonality between the modulated
and virtual carriers over an interference free window of the re-
ceived signal is used to develop an algorithm for estimating the
carrier frequency offset and detecting the beginning of a symbol
frame. By using a cyclic prefix to remove interference from neigh-
boring frames, the the method is applicable in the presence of dis-
persive channels. The main contribution of this work is the joint
estimation of the frequency offset and the frame boundary.

1. INTRODUCTION

In orthogonal frequency division multiplexing (OFDM) systems, a
set of orthogonal subcarriers are modulated during each transmis-
sion. It is the orthogonality between the subcarriers that assures the
prefect reconstruction of the symbol stream at the receiver. Even a
small difference between the oscillators in the transmitter and re-
ceiver causes a loss of orthogonality between subcarriers resulting
in intercarrier interference (ICI). Therefore, the carrier frequency
offset must be estimated very accurately and compensated for at
the receiver before demodulation.

Before demodulation, the OFDM transmitted signal consists
of a sequence of long (relative to the sample rate) frames. The
receiver must decide when the start of a frame occurs. A dis-
persive channel complicates this decision by causing interference
from consecutive frames (interframe interference-IFI). In OFDM,
a common mechanism for coping with IFI is to insert a cyclic pre-
fix at the beginning of the frame. Then the IFI is confined to the
prefix region. Deleting samples of the received signal correspond-
ing to the prefix removes IFI. However, knowing which samples
to delete requires frame timing information. The problem we ad-
dress in this paper is the joint estimation of the carrier frequency
offset and frame timing in the presence of a dispersive channel.
The methods that have been proposed for this purpose in the liter-
ature can be classified into two groups. The first group of estima-
tors estimate the frame timing and frequency offset using pilots or
training signals [1, 2, 3, 4, 5, 6]. These methods decrease band-
width efficiency since the pilots must occupy part of the useful
bandwidth.

Several investigators recognized that pilots were not necessary
since the OFDM signal already contains rich structural informa-
tion which is sufficient to estimate timing and frequency parame-
ters [7, 8, 9, 10, 11]. A new approach was taken in [12]. It falls

into the second category of estimators which exploit OFDM sig-
nal structure. In [12] orthogonality between the modulated and
unmodulated “virtual carriers” is exploited. If the transmit and re-
ceive oscillators are perfectly synchronized, the modulated carriers
in the received signal and virtual carriers are orthogonal. The de-
gree to which these two sets of subcarriers are orthogonal then is
a measure of how far out of synchronization the receiver oscilla-
tor is. A criterion is established which has a unique minimum at
the correct frequency offset. Closed form and adaptive methods
are then suggested to minimize the criterion. The work in [12] ad-
dresses the problem of carrier frequency offset estimation assum-
ing that the frame timing is already known. In practice, the fre-
quency offset and the timing must be estimated jointly. We build
upon the work in [12] in this paper and extend the work to jointly
estimate both frame timing and carrier frequency offset.

2. PROBLEM FORMULATION

In this section, we illustrate how frame timing error, carrier fre-
quency offset, and the fading channel destroy orthogonality be-
tween the virtual and the modulated subcarriers contained in the
transmitted signal. This investigation will guide the choice of an
optimization criterion and an algorithm for detecting frame bound-
aries and estimating the carrier frequency offset. In the following
AT andA� denote the transpose and complex conjugate transpose
of a matrixA.

Define theP � 1 OFDM symbol vector by
sk = [sk(1); � � � ; sk(P )]T ;

theN � 1 prefix-free frame signal vector by
xk = [xk(1); � � � ; xk(N)]T

and letW be theN�N unitary DFT matrix (W�W =WW� =

I). The (k; `)th element ofW is Wk;` = ej
2�(k�1)(`�1)

N for
k; ` = 1; � � � ; N . Let theP columns of theN � P matrixWp

be the columns ofW corresponding to the modulated subcarriers
and collect the remainingN �P columns intoW?. The columns
of Wp containN samples of theP modulated subcarriers while
W? contain the virtual carriers. BecauseW is unitary, the virtual
carriers are orthogonal to the modulated carriers

W
�
?Wp = 0: (1)

This is the key relationship that we exploit to obtain synchroniza-
tion at the receiver.

Using the notation from above, the modulated OFDM signal
in thekth frame can be writen as

xk =Wpsk:



Assume that the OFDM signal passes through a frequency selec-
tive fading channel with finite impulse responseh(n) of length
L. To avoid interference between consecutive OFDM frames, a
cyclic prefix can be inserted at the beginning of the OFDM frame
prior to transmission. If frame timing information is available at
the receiver, the samples of the received signal corresponding to
the cyclic prefix can be deleted. After removing these samples, the
received signal can be writen as

yk =WpHpsk (2)
whereHp is aP � P diagonal matrix containing the samples of
theN -point DFT ofh(n) corresponding to theP modulated sub-
carriers. The mathematical form of (2) arises from the use of a
cyclic prefix rather than an arbitrary one. Deleting the cyclic pre-
fix converts the linear convolution of the channel into a circular
one and the effect of the channel can be writen as a complex scal-
ing of the symbols as in (2). This is elaborated on in [13]. Note
that (2) represents the ideal case where the received signal is not
corrupted by additive noise and frame timing is available. Under
these conditions the received OFDM signal is orthogonal to the
virtual subcarriers

W
�
?yk =W

�
?Wp| {z }
0

Hpsk = 0

Next, consider the situation where there is a frequency off-
set,� between the transmitter and receiver oscillators. Then the
received signal becomes

yk = E(�)WpHpsk (3)

whereE(�) = diag
�
1; ej�; � � � ; ej�(N�1)

�
. If the offset� were

known, then the received OFDM signal is orthogonal to a modu-
lated version of the virtual subcarriersE(�)W? as follows

W
�
?E

�(�)yk = W
�
?E

�(�)E(�)WpHpsk

= W
�
?WpHpsk = 0

where we used the fact thatE�(�)E(�) = I. In this equation,
if � is not the correct frequency offset, thenyk is not orthogonal
to E(�)W?. This leads to the idea that� can be estimated by
minimizing the cost function

J(�) = kW�
?E

�(�)ykk

which is precisely the approach taken in [12].

It is important to note that in order to exploit orthogonality,
we had to know the frame boundries. In particular, the elements
of yk are consist ofN samples of the received signal which are
not corrupted by interference from adjacent OFDM frames. The
cyclic prefix was inserted to avoid this interference. However, we
had to know which samples corresponded to the cyclic prefix in
order to delete them. A general expression for anN sample win-
dow of the received signal at timen is more complicated than (3)
owing to the fact that it may contain contributions from thekth

and the(k � 1)th frames. A general expression fory(n) is de-
rived in [13]. The point is thaty(n) will only be orthogonal to
E(�)W? under two conditions. First,� must equal the correct
frequency offset. Second,y(n) must be an interframe interference
(IFI) freeN sample window of the received signal. Both of these
conditions are required for othogonality. This discussion suggests
a two step approach to estimating the frame boundryno and the
offset�. First, hypothesize thatn = no and estimate�. Denote
this estimate bŷ�. Then evaluate the criterion

J(n; �̂) = kW�
?E

�(�̂)y(n)k:

If J(n; �̂) = 0 then we know thaty(n) is an interference freeN -

sample window of data. Hence, we can deciden = no is the start
of the frame and we also havê� an estimate of the frequency offset.
Basically, we have suggested computing a frequency offset esti-
mate using a slidingN -sample window on the data. WhenJ(n; �̂)
is equal to zero, we obtain synchronization. Note that only a finite
number of steps is necessary since we know that1 � no � N+L.
Of course, this method relies on the availability of an accurate esti-
mator for� which is computationally efficient since the estimates
must be recomputed. In the next section we briefly review the
method proposed in [12] which gives very high resolution esti-
mates of� but can be computationally demanding. We suggest a
modification to this method which can be implemented more effi-
ciently.

3. CARRIER OFFSET ESTIMATION

In this section, we review a method for high resolution carrier fre-
quency offset estimation that was originally presented in [12]. We
begin by assuming that the receiver is frame synchronized to the
transmitter but not carrier synchronized. Lety denote an interfer-
ence freeN -sample window of data. From the discussion in the
previous section, we know that the criterionkW�

?E
�(�)yk will

be minimized when� is equal to the carrier offset. This is the ap-
proach taken in [12]. Letz = ej� andE(z) = diag(1; z; z2; � � � ;
z(N�1)). Then the criterion

P (z) = kW�
?E

�(z)yk2 = y
�
E(z)W?W

�
?E

�(z)y (4)
is an order2N � 1 polynomial inz. Upon computing the roots of
P (z), the carrier frequency offset can be determined by the unique
root which lies on the unit circlez = ej�. Rooting may be avoided
by a fine grained search of the cost function on the unit circle. As
reported in [12], this procedure has excellent performance giving
mean square errors close to the Cramer-Rao bound. Next, we show
how to obtain closed form estimates of� which avoid polynomial
rooting or searching.

We begin by rewriting the cost function as follows
P (z) = y

�
E(z)W?W

�
?E

�(z)y = z
T (�)G�z(�) (5)

wherez(�) = [1; z; z2; � � � ; z(N�1)]T ; z = ej�,

G = (W?W
�
?)�

�
�yyT

�
; (6)

� denotes element-wise multiplication, and the overbar denotes
element-wise complex conjugation. Next we relax the constraint
thatz(�) be structured and simply compute the minimizing solu-
tion to

ẑ = argmin
kzk=1

z
T
G�z (7)

The solution is given by the eigenvector ofG corresponding to the
smallest eigenvalue. Note that the smallest eigenvalue is zero (at
least when there is no noise) sinceP (ej�) = 0. With one data
vector, the rank ofG in (6) isN � P . Hence, there areP linearly
independent vectors that minimize (7). We can build the rank of
G tomin(N � 1; K(N � P )) by

G = (W?W
�
?)�Ry (8)

whereRy =
PK

k=1 �yky
T
k is rankK. Hence, in practice we will

simply useK frames so thatK(N�P ) > N�1. ThenG is rank
deficient by one andz in (7) is unique. Generally, this requirement
onK is not too demanding.

The next step is to fit a structuredz(�) to the estimatêz by
minimizing the least squares criterion

Q0(�) = kẑ� z(�)�k2



After eliminating� we have

Q0(�) =



P?�z(�)�̂z




2

whereP?�z(�) = I � 1
N
�z(�)zT (�) is an orthogonal projection

matrix. Note thatzT (�)�z(�) = N because of the structure of
z(�). Following an approach used repeatedly in array processing
with uniform linear arrays [14], we reparameterize the problem in
terms of a first order polynomialb(z) = z � b which has a root at
z = b = ej�. Define the2�1 vectorb = [�b; 1]T which contains
the coefficients ofb(z). Because of the special structure ofz(�),
the vectorb completely characterizes the orthogonal compliment
of the space spanned by�z(�). To see this, define theN � (N �1)
Toeplitz matrixB(b) by

B(b) =

2
6666664

�b
1 �b

1
. . .
. . . �b

1

3
7777775

Now we have the important relationship
B
�(b)�z(�) = 0 =) P

?
�z(�) = PB(b)

which leads to the new criterion

Q1(b) =





PB(b) �̂z





2

= trace
�
B(b) (B�(b)B(b))

�1
B
�(b)R

�

whereR = �̂zẑT . Before proceeding, we make one more simplify-
ing step. LetA = (B�B)�1, then we have the following identity

Q1(b) = trace(B(b)AB�(b)R) = b
T
Q�b

where

qm;i =
N�1X
n=1

N�1X
j=1

rn+m�1;j+i�1aj;n (9)

and qi;j ; ri;j ; ai;j are the(i; j)th elements ofQ;R;A respec-
tively. This transformation reduces the complexity of estimating
b providedA is known sinceQ is a2 � 2 matrix. To minimize
Q1(b) we will follow the approach proposed in [15] which is non-
iterative and produces consistent estimates ofb. It involves two
steps. In the first step, we assume thatA = (B�B)�1 = I. This
simplifies (9) considerably. In particular,qm;i becomes

qm;i =
N�1X
`=1

�̂z`+m�1ẑ`+i�1; i;m = 1; 2 (10)

Hence, in the first step,q1;1 q2;2 are just estimates of the zero lag
autocorrelation of the elements of�̂z while q1;2 = �q2;1 is an esti-
mate of the one lag autocorrelation. The estimateb̂1 is determined
by the eigenvector of the2 � 2 matrix Q corresponding to the
smallest eigenvalue,�min. This is a simple computation.

The second step uses values computed during the first step to
further improve the estimate. First,A is estimated usinĝb1 by

A =
�
B�(b̂1)B(b̂1)

�
andR is replaced byR � �minI for con-

sistency. ThenQ is recomputed according to (9) and a new esti-
matêb2 is obtained from the eigendecomposition ofQ. While this
re-estimation process could be continued, it was shown in [15] that
the estimatêb2 achieves its asymptotic variance. Hence, only two
steps are necessary. In practice, we have found that the estimates
obtained from the first step(A = I) are very good. While the sec-
ond step does improve the estimates it may also be omitted during

Initialize: n = 1

While J(n; �̂) > T
1. UpdateGn usingy(n)
2. Compute smallest eigenvalue�min ofG and

corresponding eigenvectorẑ
3. ComputeQ =

� q1;1 q1;2
q2;1 q2;2

�
usingẑ and (10)

4. Computêbn using EVD ofQ

5. �̂n = \b̂n whereb̂n = jb̂nje
j\b̂n

6. n = n+ 1
End

Table 1: Frame Timing and Carrier Synchronization Algorith

initial carrier acquisition.

4. ALGORITHM SUMMARY

The above procedure may be incorporated into a joint frame time
and frequency offset estimator as suggested above in a two step
fashion. First,n is hypothesized to be the start of a frame and�̂ is
computed by the above procedure. ThenJ(n; �̂) is evaluated. If it
is zero (or smaller than a thresholdT ), then the hypothesisn = no
is correct, otherwise incrementn and repeat the procedure. We
summarize the algorithm in Table 1.

A few comments about the algorithm in Table 1 are in order.
The influence of the new data can be easily incorporated intoGn

in step 1. Note the relationship betweenGn�1 andGn.

Gn�1 =

2
664

� ��

� A

3
775 Gn =

2
664 A 



� �

3
775

Here, theN�1�N�1 matrixA is a submatrix of bothGn�1 and
Gn. The new datay(n) only effects the last column and row of
Gn. And, sinceGn has Hermitian symmetry, only theN elements
of 
 and� have to be computed. Hence,Gn can be updated very
efficiently.

The eigen computation in Step 2 of Table 1 is the only sig-
nificant computation of our algorithm. Step 2 requires computing
the eigenvector̂z of Gn corresponding to the smallest eigenvalue
�min. SinceGn is nearly the same asGn�1 we would expect
that �min and ẑ could be updated efficiently rather than recom-
puted from scratch. However, we leave this subject as an item
for future research. For now, we suggest that�min and ẑ can be
updated from one time to the next using one or two steps of in-
verse iteration [16]. This is a procedure for computing the smallest
eigenvalue and eigenvector of a matrix which is computationally
efficient relative a full eigendecomposition. With reasonable sig-
nal to noise ratios, the difference between the smallest eigenvalue
�min and the next-to-smallest eigenvalue is large and inverse iter-
ation converges very quickly.

5. SIMULATIONS

In this section, we consider the performance of our algorithm on
simulated OFDM data. For the simulations, the symbols were ran-
domly selected from a 16-QAM constellation. The total number
of carriers was set toN = 16 with P = 12 modulated carriers
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Figure 1: Synchronization performance for channel with length
L = 8.

andN �P = 4 virtual carriers. AnL = 8 point cyclic prefix was
used so that the total frame length wasN + L = 24 samples. An
OFDM discrete-time time-domain signal was generated using an
N -point IFFT of the symbols. Then, the cyclic prefix was added at
the beginning of each frame before the entire signal was convolved
with the channel and corrupted by additive white Gaussian noise
with variance�2n. The signal to noise ratio (SNR) is given by
SNR = 10 log10(�

2
y=�

2
n) where�2y, the sample signal variance,

was computed numerically during the simulation. TheSNR was
set to30 dB. To simulate the effect of timing uncertainty a random
number of zeros was inserted at the beginning of of the transmitted
signal. The effect of a carrier offset was synthesized by multiply-
ing the received signal byej�n where the frequency offset� was
set to0:4444.

Figure 1 shows the performance of our algorithm for a chan-
nel with length8 samples. The channel was generated as a ran-
dom complex vector. The channel coefficientsh(n) are�0:0454
�0:0227i, 0:1699 +0:0373i, 0:2712�0:2692i,�0:4230�0:1739i,
�0:3712 +0:1179i, 0:4350 +0:1857i,
0:0625 �0:3672i, �0:2132 �0:2290i.

In the figure, the upper plot shows the error� � �̂ between
the estimate and the true offset versusn. The lower plot shows
the cost functionJ(n; �̂) versusn. The frame boundaries can be
detected by locating the nulls in the cost function as discussed in
Section 3. Note that when the cost functionJ(n; �̂) is small (lower
subfigure), which corresponds to frame synchronization, the error
in the frequency estimate is also very small (upper subfigure). It
was varified through simulations that when when the channel is
shorter than the cyclic prefix, the null inJ(n; �̂) simply gets wider.
When this is the case, any point in the null interval may be taken
as the beginning of a frame.

In Figure 1, the solid line shows the estimation error for�̂

and the resulting cost functionJ(n; �̂) using only the first step of
the above algorithm. The dotted line corresponds to using the full
algorithm (both step one and step two). As mentioned previously,
the first step (solid line) yields very good estimates of the carrier
offset during the in-sync nulls. The second step (dotted line) does
offer some improvement. It is expected that for lowSNR’s the

second step will be needed to obtain accurate estimates of�.
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