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ABSTRACT

Presented in this paper are energy-optimumreconfigur ation strate-
gies for channel codecs. These strategies are derived by solving
an optimization problem, which hasenergy consumption asthe ob-
jective function and a constraint on the bit error-rate (B F R). En-
ergy consumption modelsfor areconfigurable Reed-Solomon (RS)
codec are derived viagate-level simulation of the finite field arith-
metic modules. Theseenergy modelsalongwith the B F R expres-
sions are then employed to derive the energy-optimum reconfigu-
ration strategies. The energy savings are computed by comparing
theenergy consumption of the reconfigurablecodecwith that of the
static codec. The energy savings range from 0%-83% for channel
signal-to-noiseratio (S N R) variations from 7dB-10dB. On an av-
erage 55% energy savings are achieved.

1. INTRODUCTION

Power-reductiontechniqueshavebeen proposedat all levelsof VLSI
design hierarchy ranging from thecircuits to algorithms. Of partic-
ular interest in this paper arealgorithmtransformationtechniques[1].
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Figure 1: (a) DAT-based communication systemand (b) B E R ver-
sus Ey/No.

While static algorithm transforms (SAT) [2] are applied during
the algorithm design phase and assuming a worst-case stationary
input, we have proposed dynamic algorithmtransforms (DAT) [3]
that optimize the energy consumptionof aDSP systemviarun-time
reconfiguration by exploiting input non-stationarities. In this pa-
per, we present DAT-based channel coding which achieve energy
savingsin the presence of variable channel SN R.

Consider adigital communication systemshowninFig. 1(a). The
inner transceiver in Fig. 1(a) employs spectrum shaping (at trans-
mitter) and equalization (at receiver) to achieveaspecified SN R at
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itsoutput, denoted by F /N, where E, isenergy per bitand NV, is

single-sided power spectral density of noise. The outer transceiver

employserror-correction to achieveaspecified B E'R. Thus,in Fig.

1(b), the position of the vertical line and horizontal lines are fixed

by the inner and outer transceivers, respectively. Thegoal of com-

munication systemdesignisto achieveaspecifiedend-to-end BE'R
(whichis fixed by the application). Conventional practiceisto de-

sign for theworst-casechannel SN R. Thisdesignisusually com-

plexandisan“over-kill” (intermsof B F R) for the best and nomi-

nal cases. Thisisbecauseanimprovementinchannel SN R (shorter
distances) givesbetter B E' R. Thisslackin B E R performancecan

be traded off by reconfiguring the transceiver, and thus achieving

energy savings. This can be donein two ways:

(2) by reconfiguring the inner transceiver such that a constant
Ey /N, and therefore, aconstant B E R can be achieved by afixed
outer transceiver (i.e. by operating on afixed BE R curvein Fig.
1(b)), or

(2) by keeping the inner transceiver fixed (thus obtaining avari-
able £,/ N,,) and by reconfiguring the outer transceiver (i.e. by go-
ing from one performance curve to the other in Fig. 1(b)), a con-
stant B E R can be achieved.

In past, we studied scenario (1) and have shown that the energy
savings ranging from 60%-90% can be achieved via a DAT-based
reconfiguration of theequalizerinan ATM-LAN [4] and very high-
speeddigital subscriber loop (VDSL) [3] environments. Inthe cur-
rent work, we focus on scenario (2) above where, we assume that
the inner transceiver is fixed, and the outer transceiver is a recon-
figurable Reed-Solomon (RS) codec.

L ow-power RS codecsemploying look-ahead[5] and digit-serial
[6] architectureshavebeen presented. In addition, the programmable
codecs based on ASIC [7, 8] and FPGA [9] implementation style
have been presented in the literature. In this paper, we employ the
DAT approach for reconfiguring RS codecs. The unique features
of the DAT approach are:

(2) itishardware-platformindependent becauseplatform-specific
details(such asarchitecture and energy consumption) are made part
of the reconfiguration strategy, and

(2) the hardware energy consumption is optimized under system
level constraints (such as B ER).

In the next section, we apply the DAT framework [3] to channel
coding. In section 3, we present the energy consumption models
for the RS codec. The reconfiguration strategy and the energy sav-
ings are presented in section 4.



2. DAT FRAMEWORK FOR CHANNEL CODING

In this section, we present DAT framework for channel coding. A
DAT-based VLSl signal processingsystem (seeFig. 1) hastwo sub-
systems: 1.) asignal processing algorithm (SPA) block thatisare-
configurabledatapath; and 2.) asignal monitoring algorithm (SMA)
block that implementsareconfigurationstrategy/control, based upon
temporal/spatial variabilitiesintheinput. Theinput variabilties nat-
urally lead to the definition of input statesand the underlying prob-
ability distribution of these states, defined as follows:
Definition 1 : Theinput states(n) € § = {si1,s2, --,sn,}
(where S is the state-space), at time instant » is a vector of input-
dependent parameterswheres(n) = s; with a probability p(s:).
For example, for channel coding, the input state can be defined
asfollows:

s(n) = [Ev/No), 2.1
where £}, /N, isthe signal-to-noise ratio at the output of the inner
transceiver. Assumethat £y /N, varies from 7dB to 10dB. The
state space S can be defined as:

- s16] = [7dB,7.2dB,---,10dB],  (2.2)

where N, = 16 states are defined.
Definition 2 : The configurationc(n) € C = {ci,cz2,---,cn.}
(whereC isthe configurationspace) at timeinstant » isdefinedasa
vector of reconfiguration control signals. Each configuration vec-
tor ¢; correspondsto a particular value of the control signals.

In case of the reconfigurable RS encoder in Fig. 2, the configu-
ration vector c...(n) can be defined as:

S: [51,52,"

‘y a/enc,2T—1], (23)

where a.nc; € {0, 1} are the configuration/control signals, and
T is the maximum error correction capability of the encoder. The
control signal values aene,i = 0 and aepne,; = 1 powers-down
and powers-up the i*”* tap in the encoder, respectively. Thus, the
configuration vector size depends upon the actual hardware archi-
tecture. If ¢(n) is the error-correction capability of the encoder at
time instant », then the configuration c.,..(n) isrelated to ¢(n) as
follows:

Cenc(n) = [aenc,O, Qenc,ly "

27-1

Z Qene,i = 2t(n), 2.4

which is also equal to the number of powered-up taps. Thus, the
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Figure 2: A reconfigurable RS encoder.

energy savings can be achieved by reducing ¢, and thus, number of
powered-up taps in the encoder. Similarly, the configuration sig-
nalsfor the RS decoder (Fig. 3) can be defined. Without going into
the details of the decoder architecture, we mention that the config-
uration vector for the decoder is defined as,

Cdec(n) = [asc,O, QsclyyWsc2T—1, Xm0, Xbm,1,"°

. ,a/cfyT_1], (25)

Qse, T—1, Xcf,0; Qefl, "

wherea ¢ ;,aum,: anda¢,; arethe control signalsto power-up/down
the:'" sub-block in syndromecomputation (SC) block, Berlekamp-
Massey (BM) block and Chien-Forney (CF) block, respectively. The
control signal ax; = 0 andarx,; = 1 impliesthat ;™ sub-block
in block X' is power-up and power-down, respectively. If ¢(n) is
the error correction capability required at time n, then cgec(n) is
related to ¢(n) asfollows:

27-1

) T—1 T—1
3 Z Xoci = Z Qpm,i = Z acsi = t(n). (2.6)
i=0 i=0 i=0

Thecodec configurationsignal canbedefinedby combiningcer.(n)
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Figure 3: A reconfigurable RS decoder.
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and cgec(n) in (2.3) and (2.5) asfollows:
Ccodec(n) = [Cenc(n), Cdec(n)]. (27)

It can be shown that for reconfigurable codec with configuration
VECtOr Ccoaec(n) given by (2.7), the number of possible configura-
tions N. equals 2°7. Thus, the number of possible configurations
explodes exponentially with increase in number of configuration
parameters. Therefore, we need a systematic method for finding
the energy-optimum configuration vector c.,:(s;) defined as fol-
lows:

Definition 3 : The ener gy-optimum configuration cop:(s:) € C
for agiveninput states; € S isdefined as:

Copt(si) = argmin £spa(c),
s.t. jspA(Si,C) < Jo, (28)

where £sp4(c) is energy dissipated by the SPA block in config-
urationc, 7, isthe specified BER and Jspa(si,c) isthe BER
achieved by the SPA blockwhentheinputisin states; and the SPA
blockisin configurationc.

Notethat the objectivefunctionin (2.8) isaVLSI parameter (en-
ergy) and the constraint is a system parameter (B £'R). For exam-
ple, if the SPA block in the above definition is a channel codec,
one can specify the desired BER J, = 107!, Thebit error rate
Jspa(s, c) can be computed. Assume that the inner transceiver
in Fig. 1 isfixed and employs binary phase-shift keying (BPSK)
modulation scheme. The raw bit-error probability for this scheme

isgivenby,e = Q [\ /Eb/No] , Where Q[#] isthe probability that
a standard Gaussian random variable lies between ¢ and co. The
symbol error probability is given by,

p5=1—(1—e)m=1—(1—Q[\/M])m. (2.9)

If t(n) isthe error correction capability of RS codec (SPA block)
at timeinstant », then the bit error probability Jsr.(s:, ¢) attime



instant » is given by,

N

Tspa(si,c) = Z (jj)pj(l —p) Y, (2.10)

7=t(n)+1

where N isthelength (in symbols) of each codeword and we have
summed the probabilities of all terms corresponding to more than
t(n) symbol errors occur. Thisis valid under the assumption that
thereceived codeword is completely discarded whenever thereisa
decoding error. Theterm p. in (2.10) depends upon the state s(n)
via(2.1) and (2.9). Theterm ¢(n) isrelated to the SPA configura-
tion by (2.4) and (2.6). In the next section, we evaluate the energy
consumption of the SPA block in configurationc(n) i.e. Espa(c).

3. ENERGY CONSUMPTION MODELSFOR
RECONFIGURABLE RSCODEC

In this section, we find the energy consumption modelsfor the Ga-
loisField (GF) arithmetic modules, RS encoder and decoder. These
energy models are then employed in (2.8) to derive the reconfigu-
ration strategy (in section 4).

3.1. GF Arithmetic Modules

Each element in GF(2™) is defined by a m-bit binary vector. The
main GF operationsare addition, multiplication and inversion. For

detailsontheseoperations, theinterested readersarereferred to [10].

The addition over G F'(2™) is defined as bit-wise sum of the m
bits of two operandsrequiring » XOR gates. It is assumedthat the
standard cells based 0.18m, 2.5V CMOS technology are being
employed. The adder circuit was simulated via gate-level simula-
tor MED [11]. It was found that the energy consumption per m-bit
addition is given by,

Eada =3.3x107°m (mW/MHz). (3.1)

For multiplication, abit-parallel architecturegivenin[6] wasas-
sumed. This architecture requires approximately 2m? XOR gates
and2m? AND gatesfor eachmultiplier. It wasfoundby MED sim-
ulation tool [11] that the energy consumption of the m x m-bit mul-
tiplier is given by,

Emute = 3.7 x 107°m” (mW/M H z). (3.2)

If aisaGF(2™) element, then its inverse is computed as fol-
lows:

m 2
al=a" "=2a"0 (a2)2 ® ((a2)2) ®--+ (m—1)times,
3.3
which involves (2m — 3) multiplications. Therefore, the energy
consumption per m-bit inversion is given by,

Eino = 3.7 x107°(2m — 3)m® (mW/MHz). (34)
In the following subsections, we employ the energy consump-

tion expressionsin (3.1)-(3.4) to derive the expression for the en-
ergy consumption of an RS encoder and decoder.

3.2. RSEncoder

A reconfigurable RS encoder based on the parallel architectureis
shownin Fig. 2. We will compute the energy consumption of this
encoder at timen, whentheconfigurationc.,.(n) isgivenby (2.3).
It can be shown that in each of the first N — 2¢(n) clock cycles,
>~ trenc,i multiply-adds (same as number of powered up taps) are
carried out. Therefore, the energy consumed per codeword gener-
ation is given by:
27-1
genc = (N - 2t(n)) (gmult + gadd) Z Qenciy (35)
=0
where £,q44 and &,,.1¢ are given by (3.1) and (3.2), respectively.
This can be simplified via (2.4) as,

genc = 2t(N - 2t) (gmult + gadd) 5 (36)

wherewe have removed the time variable » for simplicity of nota-
tion.

3.3. RS Decoder

Theblock diagram of RSdecoder isshownin Fig. 3. Thesyndrome
computation (SC) block computes 2¢(n) syndromes from the re-
ceived codeword. Thesesyndrome arethen passedto the block im-
plementing Berlekamp-Massey (BM) algorithm, which generates
the error-locator and the error-evaluator polynomials. These poly-
nomials are then processed by the last block, which implements
Chien’'ssearch algorithmfor detecting error locations, and Forney’s
algorithm for determining the error values. The description of each
of these blocks is out of scope of this paper, and the reader is re-
ferred to [5]-[10] for details and other references. It wasfound that
the energy consumption of these blocksis given as follows:

27—1
Eoo = N(Emutt +Eaaa) Y ey
1=0
-1 2 -1
Evm = (lofmult + 6gadd) (Z Cl/bmyi) 4 2&in0 Z Abpm i
1=0 1=0
T-—1
Eop = (2N (Emute + Eaaa) + Emu) D oveps. @7

1=0
Adding &.., Evm and &5 in (3.7), and employing (2.6), we get the
energy consumption of the decoder per codeword,
Egec = (4N +108")Emute + (4N +6t°)Eada + 3tEinv, (3.8)
where, as before, we have removed the time variable n.
3.4. RSCodec

The energy consumption of the codec can be found by adding the
energy consumption of the encoder and the decoder in (3.6) and
(3.8), respectively. Theenergy consumption of the codec per code-
word is given by,

Ecodee = (6tN +6t7)Emure + (61N +2t7)Eqaa + 3tEinv. (3.9)

Since, k = N — 2t information symbols (each with m bits) are
transmitted viaeach codeword. Theenergy consumption of the codec
for processing one information bit is given by,

gcodec (310)

BT Y



Thus, we have obtained an expression for £srpa(c). In the next
section, we present reconfiguration strategy for choosing cop¢(s:).

4. ENERGY-EFFICIENT RECONFIGURATION
STRATEGY

In this section, we present an energy-efficient reconfiguration strat-
egy and compute energy savings.

4.1. Reconfiguration Strategy

First, we detect the input state s(r) defined by (2.1) and then we
compute cop¢ (s;) according to (2.8). We can compute £ /N, as
the SN R acrossthe slicer (see [3]-[4]), which determinesthe in-
put state, s(n) € {s;}. For each state s;, the optimum config-
uration cop¢(s;) is computed by substituting (2.10) and (3.10) in
(2.8) and solving the resulting optimization problem. These pre-
computed configurations are stored in the look-up table. It can be
shownthat if V. isthe number of states, thenaROM of size N, x
67 isrequired. From the SM A energy consumption point of view,
it is better to keep N, as small as possible. Also, the size of the
ROM can be reduced to V. x [log, T, if we instead store ¢(n)
and compute the actual configuration vector ¢ (=) in real-time.

For each changein configuration, the transmitter needsto bein-
formed. Thisisbecausethe generator polynomial coefficientsg; in
Fig. 2 needsto be changed for each changein ¢(n). The new coef-
ficients can be obtained either from aROM storing the coefficients
for all possible values of ¢(n) or by updating the coefficients via
the strategy in [12].

4.2. Energy Savings

In this subsection, we employ the DAT-based reconfigurable RS
codec asthe outer transceiver digital communication systemof Fig.
1. Thedesired BER is J, = 107°. Further, we assume that the
inner transceiver is fixed, and /N, varies from 7d B to 10d B,
which ismodeled by N. = 16 states given by (2.1). Further, the
states have Gaussian probability distribution (with nominal SN R
equal to 8.5d B and standard deviation of 1dB). Further, the re-
configurable RS codec has symbol sizem = 8, codelength N =
2™ —1 = 255, and starting root of the generator polynomial b = 0.
The number of correctable errors ¢() canvary from 0 to 7" = 32.

8 9 8 9
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Figure 4: (a) tope and (b) EspalCopt)/Eworst VErsUSs(n) .

Fig. 4(a) showsthe variation of ¢.,:(n) asthe state s(n) varies
froms; tosi6. The states; correspondsto the worst casefor this
example. The energy consumption of the SPA block for each of

the states is computed from (3.10), and is plotted in Fig. 4(b). The
worst case energy dissipation is given by

Eworst = maxEspa (Copt(s)),
sES

which correspondsto states; . Theenergy consumptionof theSMA
block isdependent uponthetransition probabilities of theinput state,
and the rate at which SPA block is reconfigured. If we assumethat
the reconfiguration rate is small as compared to the symbol rate,
then the DAT energy dissipation is dominated by the SPA energy
dissipation. Theaverageenergy savingsarethen computedas €.
=(1 — EpaT,ave/Ewarst). 1t was found that the energy savings
range from 0% to 84% as the state changesfrom s; t0 s15. Onan
average, we achieve 55% energy savingsfor this example. Future
work includes extension to convolution codes, application to wire-
less channels, and ultimately joint optimization of the inner and
outer receiver.
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