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ABSTRACT The purpose of this paper is to give the FIR channel identifiabil-
ity conditions for a DS-CDMA system with users having possibly

We considerp users in a DS-CDMA system operating asyn- unequal channellengths (even longer than a symbol period), and to
chronously in a miipath environment. Oversampling w.r.t. the  show the sufficiency of these conditions. It is also shown that lin-
chip rate is applied to the cyclostationary received signal and ear receiver algorithms related to Capon’s method [2] [6], and the
multi-antenna eception is considered, leading to a linearltnu directly estimated MMSE receiver [3] have the same idenilftgb
channel model. Channels for different users are considered torequirements.
be FIR and of possibly different lengths. We consider an indi-
vidualized linear MMSE receiver for a given user, exfihg its
spreading sequence and timing information. The blind determina-
tion of the receiver boils down to the blind channel identification. The,, ysers are assumed to transmit linearly modulated signals
We explore blind channel identifiability requirements. Sufficiency oyer a linear multipath channel with additive Gaussian noise. It
of these requirements is established and it is shown that if zero-js assumed that the receiver empldysantennas to receive the
forcing conditions can be satisfied, then the CDMA channel (and mixiyre of signals from all users. The signal received atithe
hence the receiver) is identifiable with proldap 1. It is also sensor can be written in baseband notation as
shown that linear MMSE receivers obtained by different criteria
(including a new one) have the same identifiability requirements
asymptotically in SNR. g (1) =D > a;(k)g(t— kT.) +v'(t), @)

j=1 k

2. MULTIUSER DATA MODEL

1. INTRODUCTION AND PREVIOUS WORK
wherea; (k) are the transmitted symbols from the ugefls is

The sear(_:h for t_)lind receivers for_DS_-CDMA systems kicked_ off the common symbol perio@,j(t) is the overall channel impulse
Wl_th_ the pioneering work of [1], whl_ch is based uponac_onstralned response betweejth user and théth antenna. Assuming the
minimum output energy (MOE) criterion. The constralned MOE {a;(k)} and{vl(t)} to be jointly wide-sense stationary, the pro-
receiver constrains its inner product with the spreading Sequenceessfy! (1)} is wide-sense cyclostationary with peridd. The
matched_fll_ter to be f'Xed.' thus restricting the optlmlzatlpn_prqb- overall channelimpulse response for fle user’s signal at thih

lem to within the constrained space. A constrained optimization antennag' (t), is the convolution of the spreading cogjés) and

: ¢ X (),
scheme was proposed in [2] which trns outto be the extensmnhé(t)’ itself the convolution of the chip pulse shape, the receiver

tomm ;rtté?athi; k;;r:]?nil; eOJ [sldb antﬂt]cl)stﬁcehgir:ti’rttiﬁzggrcsog;t; aint filter and the actual channel (assumed to be FIR) representing the
p 9y | " multipath fading environment. This can be expressed as

Connections with th&€aponphilosophy were drawn in that pa-
per. The receivers mentioned above can be shown to converge

asymptotically (SNR+ o) to the zero-forcing (ZF) or decorre- !
lating solution. Direct estimation of the MMSE receiver was in- 9,(t) =
troduced in [3] following the observation that the MMSE receiver
lies in the signal subspace. The MMSE receiver constrained to . . . . .
signal subsp%ce (which is essentially the same as the MMSE) inwhereT is the chip duratnory. The_ symbol and chip p(_anods are
the case of channels longer than a symbol period was investigatecfelated thr_ough the_processmg_gam T, = mT'. Sampll_ng the

in [4], where a singular-value decomyiiian (SVD) was used to received signal aR times the chip rate, we obtain the wide-sense

; . ;
determine the orthogonal subspaces. The channel estimate in thiétatlo_naryng x 1”\/eﬁtor 5||gdna}tq (k) atc:hbe symbot:T:Paste. \Aée
work was obtained as a generalization to longer delay spreads o lclmsfldkc]art eoverall ¢ an?(la e;’;lly ;pria A eQNeﬁﬁ hi eéaln
the subspace technique originally proposed in [5]. Idenilfigb ato the L ar)tennas-tol 0 engt I etk, be the chip- elay
issues under long delay spread citiods were however not elab- ~ ndex for theyth user:h; (k,T) is the first non-zerdt x ! chip-
orated upon. Moreover, the schemes mentioned above have higliate sample ofj(t). The parameteN; is the duration of(t) in
complexity since an estimate of subspacesiis required. symbol periods. It is a function of.; andk;. We consider user
as the user of interest and assume that 0 (synchronization to

* Eurecom’s research is partially supported by its industrial partners: USer 1). LetV = 57, ;. The vectorized oversampled signals
Ascom, Cegetel, France Telecom, Hitachi, IBM France, Motorola, Swiss- at all L sensors lead to a discrete-timel. 2 x 1 vector signal at
com, Texas Instruments, and Thomson CSF the symbol rate that can be expressed as

m—1

cj(s)hj(t = sT), )




p MiT! ) ) us a possiblity of estimating the (k —d) contribution inT, Y »;
y(k) = g;(1)aj(k — i) +v(k) blindly. Consider the estimation error
=1 =0 ~
” @) Y (k) =[T1 — QT:]Y m(k), @)
:;GJ’NJAJ’NJ' (k) +o(k)=GnAn(k)+o(k), and the (IS and MA) interference cancellation problem settles
- down to minimization of the trace of the matriR ¢ w.r.t. ma-
v, (k) yi(k) yls,l(k) trix @Q, which results in B
yky=| k=] |wlk=] Q= (1.R'TY) (T.R'TY) ®)
k Lk La(k , i
Ym(h) v (k) Ye,n(k) where R is the noiseless (denoised) data covariance matrix,
G, n;, = [g,(N;=1)...9,(0)] .Gy = [G1x, ...Gpn,] Ry v, with the subscript removed for convenience. The output
. . " Y (k) can directly be processed by a multichannel matched filter
Ajn(k) = [aj (k—N;+1)...a (k)] to get the symbol estimata (k — d), the data for user:
H ~
Ax(k) = [y, (k). A, (0] @ k=) =F'Yuk)=h (T: -QT2)Yu(k), (9
_ - where, by = [hiT .- h{7].  An estimate of the channels
and the superscrigt denotes Hermitian transpose. For the user Pk
of interest (user 1)g,(i) = (C:1({) ® Irr) k1, and the ma- Y (k) + g laatk—a)
trices C1(7) are shown in figure 1, where the band consists of T, + hy —
the spreading codécf - --¢Z_ )Y shifted successively to the -
right and down by one position. For interfering users, we T 0
2

Figure 2: MMSE-ZF Receiver

Gi(z) = (Ci1(2) ® ILr) hi(z) can be obtained as a byproduct
of the interference cancellation scheme. Notice that the above
scheme is analogous to a MMSE-ZF equalizer for the single user
case withT’; = diag{[0 I 0]} andT: block diagonal without
the middle (block) row in (6), which when employed in a multiuser
Figure 1: The Code Matri€; scenario is no longer capable of MAI suppression coming from the
o ) middle block ofY (&), unless a fair amount of data smoothing
have a similar setup except that owing to asynchrony, the bandis introduced. This corresponds to the two-sided linear prediction

in fig. 1 is shifted dowrk; chip periods and is no longer con- approach of [7].Y (k) corresponds to the vector pfedictioner-

incident with the top left edge of the box. We denote &Y, rors, and the covariance matrix of the prediction errors is given by
the concatenation of the the code matrices given above for user

1:Cy =[Cf(0)---CT (N, — 1)]2.

-1
Roe=T\RTY T, R'TY (TszTf) T,RTF.

3. CHANNEL IDENTIFICATION (10)

3.1. MMSE-ZF Criterion From the above structure of the two-sided (or ratfiel-
. dimensiongllinear prediction problem, the key observation is that
We stackM successiver(k) vectors to from then L RM x 1 the matrix Rs 5 is rankd in the noiseless case, enabling identi-
supervector fication of the composite channel as the maximum eigenvector of
Y u(k)=Tu(GN)Anypa—1) (k) +V s (k), (5) the matrixRs 5, sinceY (k) = (C{1C1 @ I r)hid(k — d).

where, Ty (Gn) = Tt (Giny) - Tarp(Go,)] 3.2 Rel_atlon with the pnplased MOE Cfme”on_ .
and T (x) is a banded block Toeplitz matrix withM The unbiased MOE criterion proposed in 2]which is a gener-
block rows and [& 0,4 r—1)] as first block row alization of the instantaneous channel case of [1], is in principle a
(n is the number or rows inz), and Aypm-1)(k) max/min problem solved in two steps with the minimization of the
is the concatenation of user data vectors ordered asunbiased MOE,
[A{{N1+M—1(k)7 A§N2+M—1(k) e ASNP+M—1_(k)]H' Let us min FYRyyF=F = __ RY 4.,
introduce the following orthogonal transformation: F:FHg =1 g7 RL g, (11)

I 0o o . i _ -
T,=[0 C¥ 0]@ln To=|0 Ct 0 |oln, where MOE(h1) = (g, R5191) ~,andg, = T h,, followed
o o I 6) by channel estimation by Capon’s method,

~ . ~H 1 onE ) p
where,Ci spans the orthogonal complement®f, the tall code hlzﬁf}i’ﬁ:{wOE(m)i hlzﬁ}lﬂﬂhl (TlRnyl )h’l’ (12)
matrix given in figure 1. Then, the middle (block) row of the
block diagonal element of the matri, acts as a blocking trans- Lalso known as the minimum variance distortionless response (MVDR)

formation for the signal of interest from all sensors. Note that approach: a particular instance of the linearly constrained minimum-
Pru + Ppp = I, where,Px = X(XFX)"' X", This gives variance (LCMV) criterion.



from which, b1 = Viuin (T1 R3S TH). It can be shown that if
T, = T, then

TRy, TH = (TleI) RZL (TleI) . 13
where, R+ is given by (10), and?, given by (8), is optimized to
minimize the estimation error variance. From this, we can obtain
by ashi = V(T2 TH) ™ Ryy (T2 TH) ™'} In order to
evaluate the quality of the blingceiver obtained from the above
criterion, we consider the noiseless received sign@l)(= 0).
There are two cases of interest:

3.2.1. Uncorrelated Symbols

In the absence of noise, withi.d. symbols, the stochastic
estimation of 1Y from T,Y is the stochastic estimation of
T T (Gn)A from T2 Ta (Gy)A with Ras = o, I. Hence, it
is equivalent to the deterministic estimationaff (G v) T4’ from
THGTE: | TH(GHTE — THGN)TEQT)3. Then,
given the condition

span{T¥#} Nnspan{Tu(Gn)} = span{TM(GN)eId}
= span{Tar(Gx)} C span{T%} @ span{g, }

TM(GN)eId = TM(Gl)ed = «61 = T{{hl, (14)

and Wheree'd andeg are vectors of appropriate dimensions with
all zeros and ong selecting the desired column (G ~) and

Tar(G1) respectively, we can write the channel convolution ma-
trix 7 (Gw) as
Tu(Gn) = gred” + Tu(Gn)P =[5, TI1A,  (15)
for someA. Then we can write
Tii (Gw) (T = T3 Q") =
‘L H H g, TV 4= 0 H
ehET T+ A A g7 |Q
0 T->T, (16)

= eIdhfITlT{{ + Aflgf]T{{ — A (T2T§) Q7.
Note thate,” A = 0, € {1, 2}. This implies that the first term

on the R.H.S. of (16) is not predictable from the third. Therefore,
if the second term is perfectly predictable from the third, then the

two terms cancel each other out aRg ;- turns out to be rank;

andh, = (T1TF) ™" Vinax (Ry3).

3.2.2. Correlated Symbols
Given the conditions in (14), it still holds that
span{TH (G~)TE} = span{Pe;J_TM(GN)}. We can
write the received vectdY i, (k), in the noiseless case, as

Y ar(k) = Tar(Gw) A = Tar(Guv)egar(k — d) + T s A.

a7

Now, the estimation of 1Y in terms of To.Y =

T2TM(G£\7)A
terms of A.

T.TumA is equivalent to estimation in

T.Ylpy =T.Y -T,Y
-1
—T,Y — (TlR?/ny) (TQR%YTf) T,Y
T\Y| 5 = T:1Tu(Gn)egin (k — d)

:TlT{{hlal(k—dﬂA. (18)

This results in,

—1
(T BTSTT) T =02, gahu k], (19)
The ranki results in a normalized estimate of the channel. It can
however be noted that the estimation error variance of the desired
symbolis now smallero | . _ 4 < o2).

3.3. Channel Identification by Subspace Fitting

An extension of [5] to the longer (than a symbol period) delay
spread case can be made to identify the channel from the following
subspace fitting criterion:

min |73 (G )Vl =min tr { T3 (@)Y Vi Tar (G }

(20)

where,Vy denotes the noise subspace, or, by an Skée ap-
proach as

Hlll’l tr{TM R_dTM

=min ¥ h{(T1,.R™‘T{ )h,
e 12 1( b 1vv)(zll)
fromwherefi; = Viin (32, T1, R7ITH.), sis adelay andR®

is the denoised and appropriately regulariZ@gty-. The above
method always yields a unique channel estimiateregardless
of the {N;},¥5, once thespan{T, .} does not intersect with all
shifted versions 0§ ;,vj # 1.

4. IDENTIFIABILITY CONDITIONS

4.1. MMSE-ZF and Subspace Method

Continuing with the noiseless case, or with the denoised version
of Ryy,ie,R*= o2 Tu(Gn)Tif (Gy),

'H

min  FIR{vF =02, iff FITu(Gy)=e,
F.FPHG =1

(22)

i.e., the zero-forcing condition must be satisfied. Henceutiis-
ased MOE criterion corresponds to ZF in the noiseless case. This

implies thatMOE(g,) < o2 if g, + §,. We consider that:
(). FIR zero-forcing conditions are satisfieahd

(ii). span{Tar(Gw)} Nspan{TH} = span{TH h.}.

The two step max/min problem boils down to

i (nrt)

~ max h;
hy:lhy|l=1

1 —1.
TiTa P e T T (TAT)
(23)

where,Px = I - X (X" X)~' X *. Thenidentifiability implies
thatTMP;ﬁTfT;j =THhhET, =g,g7, or

PrurpTit (Gw) = P Taf (Gr), (24)

Condition (i) above implies that, € span{7:%(Gx)}. From
condition (ii), sincel{ h, = TM(GN)e'd, we have

)T} =span{P T (Gx))
)}=span{ T (Gw)T¥ }dspan{e,} (25)

span{Tum(Gn
span{TJ\I/f(GN



from which, TJ\IJ{(GN) = PTAI;[IT;ITJ\IZ(GN) =+ Pe/dTJ\IJ{(GN),
which is the same as (24). The smoothing fadtdrrequired to
satisfy condition (i) is given by

while the condition (ii) can be restated as the following dimen-
sional requirement:

N-p

(mLR)es — p (26)

MZMZFZIV

rank{7a (G1.p)} + rank{T{{} < row{Tu(G1p)} + 1,
(27)

from where, under the irreducible channel and column reduced
conditions [6], it can be shown that the receiver lenyths related
to other parameters as

where,(mLR).x = rank{Gx} is the effective number of chan-
nels.

N-p+miLR-1
(mLR)es — p

MZM:[ (28)

4.1.1. Relation with Twosided Linear Prediction

In the case where the middle block rowB§ is removed (6), the
problem reduces to twosided linear prediction [7], and the matrix
Ry isstill rank- for M > 2M + N,, whereM is given by (26).
This holds if Ny < N;,Vj # 1. However, a mixture of channels
of different users’ channels is obtainedNf; is not the smallest
N;.

4.2. Direct Estimation of MMSE Receiver

approach. Furthermore, they share the same identifiabdityglie
tions. Once zero forcing conditions can be satisfied in the noise-
less (denoised) case, the receivers can be identified with probabil-
ity 1. Channel identification by subspace fitting requires the same
smoothing factors as the MMSE-ZF scheme. Output SINR per-

() (b)

-0- MMSE-;

-0~ MMSE-ZF 7F
-4 Subspace Fitting

—+— MMSE Direct
——  MMSE Theoretical
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Figure 3: Output SINR and Channel Estimation Performance

formance of different receiver algorithms in a near far scenario is
compared in fig. 3(a) for 5 users with a processing gain of 16,
where it can be seen that the results are comparable. A single an-
tenna { = 1) and no oversampling = 1) are employed in these
simulations with 200 data samples. The directly estimated MMSE
receiver performs slightly better than the MMSE-ZF receiver. A
flooring effect exists for both due to the fact that the length of the
data record is not enough to estimd@®e v accurately. Semi-blind
techniques along with exploitation of the finite symbol alphabet
can be used to alleviate this effect [6]. In fig. 3(b) we show the
quality of channel estimates obtained from the subspace fitting and
MMSE-ZF algorithms. It can be seen that the two methods yield
comparable performance at high SNR.

It can be noted that the MMSE and MOE approaches are equiva-

lent under the unbiased constraint. And the unbiased MMSE re-
ceiveris the bestamong linear receivers in that it results in the min-
imum error probability. Following the observation that the MMSE
receiver lies in the signal subspace [3], the MMSE rece®ertan
be estimated from
min P (ava{é + RyyT.TY Ryy) F, (29

where,Vy is the noise subspace ands an arbitrary scalar. The
first term in parentheses can also be replaced®y}. resulting
in an SVD-free approach. The above relation can be interpreted
as the MMSE receiver constrained to the intersection of the signal
subspace witf’¥, which being of dimension, gives the MMSE
receiver uniquely, once the identifility c onditions of section 4.1
are satisfied.

Considerthe noiseless cas¢i) = 0). The secondterm in (29)

is nulled out if the zero-forcing constraifit” 7 (G n) = el is
satisfied, while the first translates into the condition (ii) of section
4.1. Hence, the same set of identifiabilitynelitions hold for the
MMSE receiver obtained by this method.

5. SIMULATIONS AND CONCLUDING REMARKS

We presented relationships between different asymptotically
equivalent receiver algorithms related to the unbiased MMSE cri-
terion and derived identifiabilityanditions for these schemes. Al-

though these receivers are obtained from different optimization cri-
teria, they can all be shown to be equivalent to the unbiased MOE
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