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ABSTRACT

This paper presents the Multi-Channel Multi-Pulse
(MCMP) algorithm for the enhancement of speech degraded
by reverberations and additive noise. The enhanced speech
is synthesized from a sequence of impulses exciting a linear
predictive �lter. The excitation signal is computed from
a nonlinear process which uses impulse clustering of the
multi-channel speech data to discriminate portions of the
linear prediction residual produced by the desired speech
signal from those due to multipath e�ects and uncorrelated
noise. The MCMP algorithm is shown to be capable of iden-
tifying and attenuating reverberant portions of the speech
signal as well as reducing the e�ects of additive noise.

1. INTRODUCTION

There is a direct relationship between the e�ectiveness,
functionality, and ease of use of a human-computer inter-
face and the capabilities of the speech acquisition system
upon which it depends. Currently, most speech acquisition
systems require the user to be close to a microphone if rea-
sonable sound quality is to be achieved. This close-talker
condition signi�cantly simpli�es the acquisition problem by
emphasizing the desired signal relative to background noise
and other sources as well as by greatly reducing physical
channel e�ects on the signal of interest. However, there
are many situations in which it is neither possible nor de-
sirable to have a talker or talkers physically linked to the
acquisition device. This distant-talker condition introduces
a number of signal degradations not present in the close-
talker scenario; principle among these are reverberations
and additive noise.

The dereverberation of speech has proven to be a very dif-
�cult problem. Since the distortion e�ects are convolutional
and highly nonstationary, traditional speech enhancement
methods designed for additive noise uncorrelated with the
signal of interest are not applicable. While single-channel
dereverberation techniques are available, [1] for example,
multi-channel methods or microphone arrays o�er an ad-
vantageous approach to the problem by virtue of their spa-
tial �ltering potential. Beamforming methods are e�ective
at attenuating long term echoes [2] which tend to be uncor-
related across channels, but do little to reduce short term
e�ects. More sophisticated approaches attempt to identify
the channel e�ects in some form and compensate for them.
These include cepstral processing [3], matched �ltering [4],

and adaptive sub-space �ltering [5].

The channel e�ects in even a simple enclosure are very
sophisticated and quickly time-varying. In [6] we address
this point and argue that any system which attempts to
estimate the reverberation e�ects and apply some means
of inverse �ltering would have to be adaptable on almost a
frame-by-frame basis to be e�ective. However, the temporal
averaging required by these processes prohibits adaptation
at such a high rate. This imposes a fundamental limit on
the e�ectiveness of this class of dereverberation approaches.

As an alternative to these �ltering and least-squares
methods, in [6] we proposed the incorporation of speech
modeling into the beamforming process and illustrated the
bene�ts of this paradigm with a frequency-domain method.
Such an approach was shown to mitigate the reverberation
e�ects without explicitly identifying the channel. Here we
take this approach a step further utilizing a time-domain
model based on LPC processing. As will be shown, it is
possible to utilize some highly nonlinear, but still intuitive,
techniques to suppress the deleterious e�ects of both rever-
berations and additive noise.

2. THE MULTI-CHANNEL MULTI-PULSE
ALGORITHM

The Multi-Pulse Linear Predictive Coding (MPLPC)
model [7, 8] represents an extension upon the traditional
LPC speech synthesis method. Unlike the traditional LPC
approach which employs a binary (voiced/unvoiced) exci-
tation signal as the input to an all-pole �lter, the MPLPC
model represents the excitation sequence as a sum of
weighted and delayed impulses. The impulse parameters
are estimated through an analysis-by-synthesis technique
which minimizes a perceptually motivated error criterion.
With the inclusion of a long-term predictor to exploit pitch
structure and truncating the number of impulses per frame
to a handful, the MPLPC model is capable of producing
very good quality synthesized speech for coding rates as
low as 9.6kbps [9].

While MPLPC was developed as an e�cient means of pa-
rameterizing and reproducing close-talker speech signals, it
is adapted here for the multi-channel speech enhancement
problem. The algorithm, termed Multi-Channel Multi-
Pulse (MCMP), relies on the assumption that the detri-
mental e�ects of additive noise and reverberations introduce
only zeros into the overall system and will primarily a�ect
only the nature of the excitation sequence, not the all-pole
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Figure 1. Outline of the Multi-Channel Multi-Pulse (MCMP) Algorithm

LPC �lter. Furthermore, it is assumed that the noise and
errant impulses contributed to the excitation sequences are
relatively uncorrelated across the individual channels, while
the excitation impulses due to the original speech are in-
variant to the environmental e�ects. As will be seen, these
assumptions are appropriate in practice. Essentially, the
approach will be to identify the MPLPC clean speech exci-
tation sequence from a set of corrupted excitation signals.
The MCMP algorithm is outlined in Figure 1. The time-

aligned and power-equalized channel signals, xi(n), from
N microphone channels are applied to LPC analysis and

pitch estimation. Using a 30ms analysis window the 12th

order LPC �lter is estimated for the frame of data using a
multi-channel version of the autocorrelation method. The
autocorrelation function associated with the frame is found
from:

r(k) =
1

N

NX
i=1

LX
n=k

xi(n)xi(n� k)

where L is the analysis window length. Once estimated,
this joint LPC �lter is used to generate N residual signals,
ei(n) for 1 � i � N . The pitch period associated with the
analysis frame is computed using an autocorrelation-based
estimation scheme [10] employing r(k) as given above.
The analysis-by-synthesis approach to excitation estima-

tion employed by the traditional MPLPC algorithm is inap-
propriate in this context given the lack of a known desired
signal. Instead, impulses in the enhanced excitation se-
quence are estimated from the minima of a clustering error
criterion developed from the set of residual signals. The N
residuals are �rst lowpass �ltered to 1kHz. For each chan-
nel the set of local minima and maxima, fnij ; pijg, are then
identi�ed. Here nij is the time index of the jth extrema for
the ith channel and pij is the corresponding extrema value.
For each time sample n of the frame, the following clus-

tering criterion is computed:

E(n) =
1

NK

K�1X
k=0

NX
i=1

�
(kP + n) �min

j
fkP + n� nijg

�2

This error criterion �nds the average Euclidean distance
from the time index n to the closest extremum in each
of the residual sequences. E(n) is small for time indices
where the local extrema are aligned across the N channels
(corresponding to the impulses associated with the origi-
nal speech) and is large for indices with non-aligned im-
pulses. For additional robustness the criterion is estimated
over K pitch periods, where P is the pitch estimated from
the multi-channel data. For voiced segments, a value of K
equals 2 or 3 is e�ective, while for unvoiced segments K is
set to 1, e�ectively disabling the pitch feature.
The time indices of the synthesis impulses, n̂j , are found

from the local minima of E(n). The corresponding impulse
values, p̂j, are calculated from the average of the pij as-
sociated with the closest extrema to n̂j and then inversely
weighted using the tanh function of the value E(n̂j) relative
to the set of minima values of E(n). Speci�cally,

p̂j =
w(j)

NK

K�1X
k=0

NX
i=1

pil̂

where

l̂ = argmin
l

fkP + n̂j � nilg

w(j) =
1

2

"
1� tanh

 
E(n̂j )�Emin

Emax
� b

a

!#

Here Emin and Emax are the extreme values of the local
minima of E(n). The parameters a and b are dependent
on the environmental conditions. For the simulations pre-
sented in the next section, values of a = :1 and b = :3 were
incorporated.
Finally, the resulting multi-pulse excitation sequence:

ê(n) =
X
j

p̂j�(n� n̂j)

excites the estimated LPC �lter to produce the enhanced
speech segment.
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Figure 2. Illustration of the Clustering Procedure

Figure 2 illustrates the clustering procedure. The plots
show the channel residuals ei(n) for a reverberant speech
segment, the computed clustering criterion E(n), and the
corresponding multi-pulse excitation sequence derived from
this process. For reference in the simulations to follow, this
9.5ms segment of speech corresponds to one period of the
reverberated voiced sequence in Figure 3.

3. SIMULATION

A source is simulated in the center of a 4m x 4m x 3m
rectangular room. The enclosure is assumed to have plane
re
ective surfaces and uniform, frequency-independent re-

ection coe�cients. Room impulse responses are generated
for 8 microphones with 25cm spacing positioned along one
wall of the enclosure using the image model technique [11]
with intra-sample interpolation and up to sixth order re-

ections. Both the microphones and sources are assumed

to have cardioid patterns. The sources are oriented toward
the center of the array. Additive white Gaussian noise is in-
cluded in each channel response. The received signals' SNR
are 20dB measured relative to the noiseless reverberated
channels.
Figure 3 illustrates the results. A 30ms segment of 20kHz

sampled voiced speech shown in plot (A) is subjected to a
200ms reverberation time multipath condition in the simu-
lated enclosure detailed above. The reverberated and noise-
added signal associated with a single channel is shown in
plot (B) and the result of delay and sum beamforming with
all 8 channels is given in plot (C). Plot (D) shows the syn-
thetic speech derived from the MCMP algorithm. Observ-
ing the �rst 9.5ms period of this segment, it is apparent that
the primary e�ect of the multipath distortion is to in
ate
the signal energy between 6ms and 9.5ms. The beamformer
is ine�ective at attenuating these distortions. The MCMP
algorithm is capable of detecting the excitation energy due
to the clean speech and produces a synthesized signal very
similar to the original. In addition to reducing the e�ects
of reverberation, this model-based synthesis procedure sig-
ni�cantly diminishes the additive noise.

4. DISCUSSION

By focusing on event-based data and using a highly non-
linear �ltering process, the MCMP algorithm is capable of
discriminating impulses of the LP residual generated by the
desired speech signal from those brought about by multi-
path echos and uncorrelated noise. The enhanced speech
derived from an LP synthesis with the clean excitation se-
quence demonstrates a robustness to environmental rever-
berations and additive noise.
These principles may be extended to address the case of

interfering sources. Essentially, the impulse events may be
associated with one or more source locations by evaluat-
ing their relative delays across the channels given knowl-
edge of the microphone placements. Once this association
is performed, the individual speech signals may be indepen-
dently reconstructed through the synthesis procedure out-
lined above. This approach to speaker isolation represents
a distinct contrast to the spatial �ltering paradigm which
relies on very speci�c knowledge and assumptions regarding
talkers' locations and radiation patterns to generate appro-
priate channel weightings. This event-based procedure, by
virtue of its underlying speech model and exploitation of
impulse data alone, has the potential to be much less sen-
sitive to environmental uncertainties (e.g. imperfect source
localization, non-ideal radiator e�ects, unknown channels).
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Figure 3. Simulation Results: A reverberated speech segment enhanced via beamforming and the proposed
multi-channel multi-pulse LPC method.
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