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ABSTRACT

Joint source-channel decoding based on residual source re-
dundancy is an e�ective paradigm for error-resilient data
compression. While previous work only considered �xed
rate systems, the extension of these techniques for variable-
length encoded data was recently independently proposed
by the authors [6], [7] and by Demir and Sayood [1]. In
this paper, we describe and compare the performance of
a computationally complex exact maximum a posteriori

(MAP) decoder [6], [7], its e�cient approximation [6], [7],
an alternative approximate MAP decoder [1], and an im-
proved version of this decoder suggested here. Moreover,
we evaluate several source and channel coding con�gura-
tions. Our results show that the approximate MAP tech-
nique from [6], [7] outperforms other approximate methods
and provides substantial error protection to variable-length
encoded data.

1. INTRODUCTION

In the classical approach to communications system design,
the source and channel coder problems are considered inde-
pendently. This is motivated by Shannon's source-channel
separation theorem. However, Shannon's theorem e�ec-
tively assumes that the source coder is able to remove all
redundancy, and that the channel coder is able to correct all
errors. In practical systems, there is often residual redun-
dancy in the source encoder's output [10]. Thus, in prac-
tice, one can often improve performance by considering the
source and channel coder designs jointly. In this work1, we
focus on joint source-channel (JSC) methods for decoding,
based on residual source redundancy [10], [8]. Rather than
attempting to remove redundancy by entropy coding or by
improved prediction, JSC methods retain redundancy so
that it can be used as a form of implicit channel protection
by the decoder, which acts as a statistical estimator of the
transmitted information sequence. This approach has been
demonstrated to provide some error correction capability
and has been found to achieve substantial performance ben-
e�ts for very noisy channels [10],[8],[2]. Both maximum a
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posteriori (MAP) [10],[8],[5] and minimum mean-squared
error (MMSE) [8],[2] methods have been suggested.

Until very recently, all JSC methods based on residual
redundancy assumed �xed length codewords even though
variable length coding (VLC) is widely used in image and
video coding. However, the nature of variable rate sys-
tems greatly complicates the estimation problem at the de-
coder. Whereas under certain statistical assumptions opti-
mal MAP sequence estimation in the �xed rate case can be
e�ciently achieved by dynamic programming on a trellis,
this is not possible in the variable rate case. Recently, sev-
eral di�erent variable rate approaches were proposed. In [6],
[7] a computationally complex exact MAP decoding method
and an e�cient approximation were both suggested. In [1],
a di�erent approximate MAP method was independently
proposed. In [3], a MAP decoding method was proposed
for the case where the number of transmitted symbols is
unknown. This technique was applied to transmission of
compressed video in [4]. Here, as in [6], [7], [1] we focus on
the more typical situation where the number of transmit-
ted symbols is known or provided2 , thus �xing the length
of the decoded sequence. This constraint makes the esti-
mation problem especially di�cult to (tractably) solve. We
describe the methods in [6], [7], [1] and also suggest an im-
provement to the approach in [1]. We also indicate why
the approximate method from [6], [7] should outperform
the other approximate techniques. Simulation results con-
�rm this performance advantage. In addition to comparing
the new decoding methods, we also investigate fundamental
design choices within a DPCM coding environment. Our re-
sults indicate ranges of channel conditions where i) variable
rate coding is preferred over �xed rate coding; ii) where,
given JSC decoding, explicit channel coding is not required;
and iii) where JSC decoding in conjunction with particular
types of explicit channel coding is most e�ective.

2. EXACT AND APPROXIMATE MAP

DECODING

Consider a (packet-sized) sequence of information symbols
i = (i1; i2; : : : ; iT ), it 2 I, with I the symbol alphabet, of
size N . Each index it is Hu�man-coded, resulting in an
encoded bit stream b = (b1; b2; : : : ; bB). The JSC decoder,
which is assumed to know the length B, receives the cor-
rupted bit stream r = (r1; r2; : : : ; rB). Its objective is to

2The transmitted length of the sequence will either be known,
or needs to be conveyed as side information.
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Figure 1: Directed graph representation for VLC decod-
ing/MAP sequence estimation in [6], [7]. The horizon-
tal axis corresponds to bit time and the vertical axis to
Hu�man-coded symbol choices. The boxes represent de-
coding states, with the enclosed numbers the length of the
symbol sequence required to reach the state.

estimate the sequence i given the observed r. As in pre-
vious work [10],[8],[2], residual redundancy is modeled by
assuming the random process I to be �rst-order Markovian,
based on the conditional probabilities P [It = itjIt�1 = it�1]
and the initial probabilities P [I1 = i1]. Moreover, the
channel is assumed binary symmetric, with bit error rate
(BER) �. Given this model, the decoder objective addressed

here is to estimate the sequence î of maximum a poste-

riori probability, i.e., to realize the sequence MAP rule:
î = argmax

i
P [I = ijr]. For the �xed rate case, sequence

MAP decoding can be posed as a search for the optimal path
through an N -state trellis, e�ciently implementable via dy-
namic programming [8]. In the variable rate case, given the
transmitted length constraints, the optimal sequence MAP
decoder can also be achieved by dynamic programming as
proposed in [6], [7], although the problem cannot be rep-
resented on a trellis, but rather must be posed on a more
complicated directed graph, due to the lack of synchroniza-
tion between the VLC symbols and the received bits.

Two alternative directed graph representation are shown
in �gures 1 and 2 for N = 3 and a particular set of Hu�-
man codewords. The structure in Figure 1 was proposed
in [6], [7] and used to develop both exact and approxi-
mate MAP method. An approximate method based on
the structure in Figure 2 was proposed in [1]. In both
�gures, the small boxes represent possible decoder states,
with a decoded sequence î speci�ed by a connected path
through the directed graph. The statistical modeling as-
sumptions guarantee that, for each graph representation,
one can compute log(P[rjI = î]P[I = î]) (which di�ers from

log P[I = îjr] by the constant log P[r]) by summing met-
ric contributions associated with each branch along the de-
coded path. Each branch contributes a term of the form
log P[It = îtjIt�1 = ît�1] + log P[vtjIt = ît], with the sec-
ond probability based on the BER � and the Hamming dis-
tance between the Hu�man codeword for ît and its cor-
rupted version vt (a subsequence of bits from r). A dy-
namic programming algorithm for realizing the exact MAP
rule was suggested in [6], [7] for the structure in Figure 1.
This approach could be applied to the graph in Figure 2
as well. However, in both representations, the number of
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Figure 2: Directed graph representation for VLC decod-
ing/MAP sequence estimation. An approximate method
based on this structure was proposed in [1]. The horizon-
tal axis corresponds to symbol time and the vertical axis
to Hu�man-coded symbol choices. The boxes represent de-
coding states, with the enclosed numbers the length of the
bit sequence required to reach the state.

states grows with the sequence length and can become very
large. This complexity necessitated the development of ap-
proximate schemes, proposed independently in [6], [7] and
[1], based, respectively, on the structures in Figure 1 and
Figure 2.

Although there is no reason to favor either graph struc-
ture for exact MAP decoding (as dynamic programming can
be applied in either case), the structures di�er markedly
when one considers approximate MAP decoding. For the
graph in Figure 1, consider the set of states within any
dashed box. In each such set, all states exhaust the same
number (n) of bits and terminate a symbol subsequence at
bit n using the same decoded symbol. Although the �gure
only indicates the dashed sets at n = 4, such sets are de�ned
at all bit lengths. In [6], [7], an approximate MAP decod-
ing method was proposed, tailored to this graph. As in
standard dynamic programming, this approximate method
involves a \forward" operation for propagating and accumu-
lating metrics and saving pointers to previous states, and a
\traceback" operation to �nd the best state sequence. How-
ever, the suggested method approximates the exact \for-
ward" operation by saving, at each bit length, only the best
state (in the sense of the accumulated log probability met-
ric) from each dashed set. Denote the jth state in the kth
dashed set at bit length n by sn(k; j). Then, as an exam-
ple of state reduction, for the �rst dashed set at n = 4,
the method chooses between s4(1; 1) and s4(1; 2). Here,
s4(1; 1) corresponds to the state with symbol length 4 and
s4(1; 2) to the state with symbol length 3. The saved state
is the one which terminates the symbol sequence of max-
imum (log) a posteriori probability. Note that this state
reduction operation at bit length n e�ectively prunes states
(and branches) from the graph, thus restricting the can-
didate symbol sequences (and states) considered in state
reduction at subsequent bit lengths m > n. Using the same
example, if s4(1; 1) is chosen over s4(1; 2) at n = 4, then
s4(1; 2) is removed from the graph, along with all branches
emanating from this state. Thus, when subsequently per-
forming state reduction for the �rst dashed set at n = 5,
symbol sequences which include the branch from s4(1; 2) to



s5(1; 2) will not be considered as candidates3 . Note that al-
though the cardinality of each dashed set grows with the bit
length, the number of retained states for each set remains
constant, at one. Thus, the computational complexity of
the method remains manageable for increasing bit length.
We describe this approach as \bit-constrained".

Now consider approximate decoding for the graph in
Figure 2 [1]. Again the dashed sets group together states
which terminate symbol sequences with the same decoded
symbol. However now, rather than exhausting the same
number of bits, all states in any dashed group exhaust the
same number of symbols. The method in [1] approximates
the \forward" operation to reduce complexity in a fashion
similar to [6], [7], by saving, at each symbol length, only
the best state from each dashed set. Thus, the number of
saved states remains constant for increasing symbol length,
with the computational complexity of the resulting method
again manageable. Clearly, the approximate methods from
[6], [7] and [1] implement quite similar operations. Thus,
we might expect these methods to achieve roughly the same
performance. However, there are potential problems with
the approach in [1], as can be seen by identifying the cri-
terion e�ectively optimized by the method's state reduc-
tion procedure. Note that whereas state reduction in [6],
[7] compares symbol sequences of di�erent lengths which
exhaust the same number of bits, the method in [1] com-
pares symbol sequences of the same length which exhaust
di�erent numbers of bits. We describe this approach as
\symbol-constrained".

It is not obvious which state reduction rule is to be
preferred in general. However, a clear di�culty with the
state reduction method in [1] is that it actually only imple-
ments an approximation to the symbol-constrained MAP
rule. In particular, note that for both decoder structures,
the accumulated metric consists of only two types of terms:
the log-likelihood of a symbol sequence starting at symbol
time 1 and ending at some symbol time t, log P [It = it],
and the conditional log-likelihood of a received bit sequence
log P [rnjIt = it]. The neglected term in the log a posteri-

ori probability (� log P [rn]) need not be included in the
bit-constrained case [6], [7] since all competing terminat-
ing state hypotheses fsn(k; j)g involve the same received
bit sequence. However, while this term is also omitted in
the symbol-constrained case, this introduces suboptimal-
ity, as di�erent terminating state hypotheses from the same
set correspond to di�erent bit sequences. Thus, each can-
didate state hypotheses st(k; j) requires a di�erent term
(� log P [rtkj]), where rtkj is the associated received bit se-

quence for the j-th state in the k-th dashed set in Figure 2,
which is omitted in [1]. Moreover, one cannot easily correct
this problem, since exact calculation of the term log P [rtkj]
requires at least as much computation as implementation
of the exact MAP rule itself ! As a practical solution, we
assume sequences to be equally likely, i.e. for a sequence of
length n, log P [rn] ' �n log 2. We then accordingly modify
the symbol-constrained approach [1] to include this term.
Next, we will consider the e�ect of this modi�cation, and
more generally, evaluate the performance of all of the JSC

3Moreover, if a removed state at bit length n�1 was the only
source of branch connections for some state at bit length n, then
this state must also be removed from the graph. For example, if
s4(1;1) is removed, then so is s5(1;1).

decoders discussed here.

3. RESULTS

Similar to [1], we evaluated the various decoding methods
for DPCM coding of images. In our experiments, both vari-
able and �xed rate systems were evaluated. Moreover, for
variable rates we considered systems both with and with-
out explicit channel coding. For channel coding we consid-
ered both i) binary convolutional encoding (BCE) (applied
to Hu�man coded quantization indices) and ii) non-binary
convolutional encoding (NCE) applied directly to the in-
dices (followed by Hu�man coding). For decoding, in case
i), we suggest an (inner) decoding of the convolutional code
followed by an (outer) JSC decoding. In case ii), we use
JSC decoding followed by NCE decoding. In [1], a sys-
tem comprised of NCE-based channel encoding and JSC
decoding was compared with a more conventional system
based on BCE and (standard Viterbi) channel decoding.
There, the NCE-based system was found to achieve supe-
rior performance. However, in the BCE-based scheme, no
JSC decoding was used. Here, for the BCE-based scheme,
we use both inner (Viterbi-based) decoding and outer (JSC)
decoding.

For BCE, we chose a rate 2/3 convolutional encoder
with constraint length 2 as in [9]. This was applied to the
Hu�man coded indices associated with a 6 level quantizer.
In this case, rather than using �, the JSC decoder used
the e�ective BER of the concatenated BCE-channel-Viterbi
decoder system. For NCE, we matched the code to the
source alphabet so as to preserve residual redundancy in
the sequence, as in earlier work [1]. We chose an NCE
with 6 input symbols and 12 output symbols. Denote the
quantization index at symbol time t by xt 2 f0; 1; 2; 3; 4; 5g.
Then, the NCE output is given by the equation:

it =

�
xt if xt�1 < 3
xt + 6 otherwise

Our particular choices for BCE and NCE were made both
to achieve good channel robustness and a common rate (3
bits/sample) so that techniques could be fairly compared.

For variable rates, in conjunction with BCE and Viterbi-
based (inner) decoding, we implemented the bit-constrained
approximate MAP (outer) decoder. This is denoted BC-
AMAP + BCE. For variable rates, in conjunction with
NCE, we implemented the exact MAP decoder [6], [7] (de-
noted MAP + NCE), the bit-constrained approximation [6],
[7] (BC-AMAP + NCE)4, the symbol-constrained approx-
imate method [1] (SC-AMAP + NCE) and its modi�ca-
tion suggested here (MSC-AMAP + NCE). We also im-
plemented a 14-level variable rate quantizer with decoding
solely based on BC-AMAP, i.e. without channel coding
(denoted BC-AMAP). For �xed rates, we used an 8 level
quantizer both with conventional DPCM decoding (denoted

4Even though it is not presented here, we also implemented
a variation on the bit-constrained approximate method, wherein
we retain only one state among those which exhaust the same
number of symbols, instead of among those which terminatewith
the same symbol. In this case, the number of states grows,
but manageable complexity can still be maintained. The per-
formance for this scheme was very similar to that of BC-AMAP
+ NCE.
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Figure 3: SNR versus channel BER performance of several
techniques based on averaging mean-squared error from 10
di�erent channel realizations.

FLC) and with sequence-based, approximate MMSE decod-
ing [2] (denoted FLC + SAMMSE). For variable rates, we
chose a packet length of T = 64. The overhead associated
with specifying the bit length B for each packet was esti-
mated and included in the overall bit rate. All the systems
achieved a rate of approximately 3 bits/sample in coding
the 256 � 256 Lenna image.

Figure 3 shows the SNR of several decoding techniques.
We are interested in several types of comparisons: 1) com-
parison of the variable rate MAP methods; 2) comparison
of the NCE-based schemes with the BCE-based method; 3)
comparison of JSC decoding both with and without explicit
channel coding; and 4) variable vs. �xed rate coding. Com-
paring all the MAP methods that were used with NCE, we
�nd that while exact MAP decoding achieves the best re-
sults, the more practical BC-AMAP + NCE approach, with
computational complexity roughly forty times smaller, also
achieves good performance. The largest gap is roughly 3 dB
at � = 0:01. Both these methods substantially outperform
SC-AMAP + NCE from [1]. BC-AMAP + NCE achieves
5.7 dB gain at � = 0:01 and 7.1 dB gain at � = 0:1. The
modi�cation of SC-AMAP + NCE signi�cantly improves its
performance. MSC-AMAP + NCE is 4.4 dB better than
SC-AMAP + NCE at � = 0:01 and 6.0 dB better at � = 0:1.

In comparing all the curves excepting exact MAP, we
can identify di�erent BER regimes where particular con-
�gurations are preferred. For the low BER range, BC-
AMAP achieves the best results. Thus, here, JSC decod-
ing for variable rates provides adequate protection without
wasting bits on explicit channel coding. Moreover, as one
might expect, in this regime variable rate coding is preferred
over �xed rate coding. For the low-to-medium BER range
(� 2 [0:0005; 0:01]), the best performance is achieved by the
scheme with inner binary convolutional decoding and outer
JSC decoding. Note that, based on these results and the
poor results for the binary convolutional coding scheme in
[1], we must conclude that inner binary convolutional de-

coding in conjunction with outer JSC decoding is a more
e�ective scheme than the approach in [1], which did not
use JSC decoding. Note also that in this BER regime, we
again �nd that a variable rate scheme outperforms the �xed
rate ones. For medium-to-high BER (� 2 [0:01; 0:05]), the
best performance is achieved by combining NCE with JSC
decoding. Finally, for high BER (� > 0:05), we have the ex-
pected result that �xed length coding (with MMSE-based
JSC decoding [2]) outperforms the variable rate systems.

In conclusion, we have described several methods for
extending JSC decoding to VLC data. In comparing these
techniques, we have found the approximate MAP method
in [6], [7] to achieve the best results, in comparison with al-
ternative approximate decoders. Future work may extend
the new methods for MMSE decoding and for other com-
pression environments, such as subband coding.
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