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ABSTRACT

In this paper, we propose a new technique for transform
coding based on rate-distortion (RD) optimized threshold-
ing (i.e. discarding) of wasteful coe�cients. The novelty
in this proposed algorithm is that the distortion measure
is made adaptive. We apply the method to the compres-
sion of mixed documents (containing text, natural images,
and graphics) using JPEG for printing. Although human
visual system's response to compression artifacts varies de-
pending on the region, JPEG applies the same coding algo-
rithm throughout the mixed document. This paper takes
advantage of perceptual classi�cation to improve the perfor-
mance of the standard JPEG implementation via adaptive
thresholding, while being compatible with the baseline stan-
dard. A computationally e�cient classi�cation algorithm is
presented, and the improved performance of the classi�ed
JPEG coder is veri�ed. Tests demonstrate the method's
e�ciency compared to regular JPEG and to JPEG using
non-adaptive thresholding. The non-stationary nature of
distortion perception is true for most signal classes and the
same concept can be used elsewhere.

1. INTRODUCTION

E�cient signal coding systems often rely on some degree of
optimization based on a rate-distortion (RD) trade-o�. For
most signals, the perception of distortion is non-stationary
and heavily depends on the signal contents. This accounts
for masking properties and for the perceptual information
necessary for critical decisions, e.g. the role of edges in the
location and identi�cation of objects. In fact, psychophysi-
cal studies have suggested that there are three perceptually
signi�cant regions in an image: edge, smooth and detailed
(textured) regions [1]{[4]. The edge regions include text ar-
eas and other strong edges of higher perceptual signi�cance.
The smooth and detailed regions have less importance in
this order. Edges play a major role in the human abil-
ity to recognize objects [4],[5], while compression artifacts
in a smooth region are easily perceived. Detailed regions,
however, can mask more errors, and therefore, can tolerate
higher compression. The di�erent sensitivity of the human
visual system (HVS) to these regions can be used in our
advantage in image compression schemes. Therefore, it is
desirable to conceive distortion measures that are adapted
to di�erent regions of the signal.
With the growing popularity of digital technologies, doc-

uments are no longer limited to simple sheets of paper with
text, but can be manipulated in the digital realm and con-
tain a mixture of several data types, including text, still
images, and graphics. The most popular image compres-

sion scheme is the JPEG baseline system [6], or JPEG for
short. JPEG is based on the DCT and requires that a sin-
gle quantization matrix be used for all blocks in an image
component [6]. The number of bits generated per block is
therefore adaptive on a block-by-block basis but the dis-
tortion masking properties are not. In a mixed document
context, the compression algorithm should be able to trade
lower compression in the text regions for higher compression
in the smooth and detailed regions. In fact, oversmoothing
unimportant areas is not as important as damaging edges
of text.
Blockwise distortion adaptivity in JPEG has been con-

ceived through the use of multiple quantizer tables [7]{
[10]. In these techniques, quantizer tables are switched on
a block-by-block basis but coders are often non-compliant
with the JPEG baseline standard. Apart from adaptive
quantization, the thresholding technique [11] can achieve
blockwise adaptation within JPEG. In that, less relevant
coe�cients in an RD sense are simply discarded (thresh-
olded) from a block, and the RD analysis can be made glob-
ally [11] or locally [12]. Also, in a non-RD-based framework,
perceptual models can be used for discarding DCT coe�-
cients which are visually less important [13]. In [14] an im-
age segmentation algorithm is used to classify blocks into a
few classes which are associated with prede�ned quantizer
tables used to guide the discarding of DCT coe�cients.
This paper presents a modi�ed JPEG algorithm that

takes advantage of perceptual classi�cation and classi�ed
thresholding to improve the JPEG performance for mixed
documents while being fully compliant with the JPEG base-
line standard.

2. ADAPTIVE THRESHOLDING

The proposed algorithm is based on the thresholding tech-
nique which in this context sets to zero some AC DCT co-
e�cients in JPEG based on RD characteristics [11].
The framework in [11] is general enough to be applied

to any kind of data processing combined with compression.
In general the signal is divided into units xi, each unit at
a particular instantiation will contribute to the bit-rate by
Ri bits and distortion is some function of the quantization
error x̂i�xi, where x̂i is the reconstructed unit. The global
rate and distortion are given by
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By using a well behaved distortion function such as MSE
any processing can be accounted in the RD balance by min-



imizing a cost funtion J which combines rate and distortion
through a Lagrangian multiplier [11]:

J = R+ �D: (2)

We do not challenge the optimization principle, rather we
accommodate adaptation by de�ning s pace varying mean-
ing for distortion as opposed to adapting the algorithm. For
that, f is modi�ed and distortion is
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where wi is a distortion weighting factor speci�c for the i-th
unit. This algorithm clearly demands a priori classi�cation
of the signal in order to identify units and assign proper
weights.

3. INCORPORATION INTO JPEG

In this paper, we incorporate perceptual classi�cation into
the thresholding decision in JPEG. In JPEG the units
are image blocks and we use perceptually-weighted mean-
squared-error (MSE) as a distortion measure. The HVS-
based weights change from block to block according to the
block classi�cation. The approach we use is a variant of
the one in [12] by incorporating adaptive HVS weights1 .
The goal of this perceptual weighting is to guarantee that
most of the high frequency coe�cients to be thresholded
are from smooth and detailed blocks, while preserving the
edge regions of the image. As in [12], for each non-zero AC
coe�cient in a given block, a cost-bene�t ratio is computed
where the cost is de�ned as the number of bits required to
encode the coe�cient and the bene�t is de�ned as the de-
crease in distortion achieved when the coe�cient is kept.
The cost-bene�t ratio is then compared to a threshold to
decide whether or not the coe�cient will be discarded.
In JPEG, quantized DCT coe�cients of a block are

mapped into a vector zz(n) by scanning the block in a
zigzag path. For a non-zero quantized coe�cient zz(n), as-
sume the next non-zero quantized coe�cient in the vector
order is zz(l) at index l. Without getting into the details
of the JPEG variable length coding algorithm [6], it suf-
�ces to say that a non-zero sample zz(i) produces two bit
quantities: (a) b bits are used to encode how many zero
samples are there before zz(n) (and after the last non-zero
coe�cient in the path) and to provide information on the
magnitude of zz(i); (b) SSSS bits are used to encode its
sign and part of the information relative to the magnitude.
Let b = b1 and SSSS = SSSS1 for zz(n) and b = b2 and
SSSS = SSSS2 for zz(l). If zz(n) is discarded, the run of
zeroes before zz(l) increases and it then spends b3+SSSS2
bits to be encoded. The cost R(n) of keeping the coe�cient
is then the cost of sending zz(n) and zz(l) minus the cost
of sending zz(l) if zz(n) = 0, that is:

R(njzz(n) 6= 0) = b1 + b2 � b3 + SSSS1 (4)

The bene�t achieved with keeping the coe�cient is then
the decrease in distortion given by the information con-
veyed in zz(n). Let the original non-quantized coe�cient
be d(n), the quantizer step size be q(n), and the perceptual
weight associated with that coe�cient be wK(n), where K
is the class associated with the block. The distortion re-
sulting from quantizing and keeping the coe�cient is then

1In [12], thresholding was simpli�ed for speed purposes by
analyzing each non-zero quantized AC coe�cient independently.
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Figure 1. Block diagram of classi�ed thresholding
applied to a JPEG encoder.

jd(n) � zz(n)q(n)j2wK(n), while the distortion resulting
from thresholding the coe�cient is simply jd(n)j2wK(n).
The decrease in distortion given by keeping zz(n) is then:

D(njzz(n) 6= 0) = wK(n)zz(n)q(n) (2d(n)� zz(n)q(n))
(5)

Finally, the cost-bene�t, i.e., RD ratio is given by:

�(n) =
b1 + b2 � b3 + SSSS1

wK(n)zz(n)q(n) (2d(n)� zz(n)q(n))
(6)

�(n) is compared to a threshold � and zz(n) is set to zero
whenever �(n) > � . A block diagram of the encoder is
shown in Fig. 1.

4. PERCEPTUAL CLASSIFICATION

The classi�cation algorithm introduced here is a computa-
tionally e�cient technique which classi�es blocks through a
simple analysis of the luminance di�erence values inside a
block. Let x(i; j) (0 � (i; j) � 7) be the pixels in an 8 � 8
block and let x0(i; j) be the pixels in a 4 � 4 block found
by subsampling the 8 � 8 block through averaging of 2 � 2
neighbour pixels. The activity measures computed are the
maximum di�erences among neighbour pixels in a block:

�1 = maxfjx(i; j)� x(i� 1; j)j; jx(i; j)� x(i; j � 1)jg

for 1 � (i; j) � 7 (7)

�2 = maxfjx0(i; j)� x
0(i� 1; j)j; jx0(i; j)� x

0(i; j � 1)jg

for 1 � (i; j) � 3g: (8)

Two thresholds Tlo and Thi (Thi > Tlo) are required for
classi�cation:

Condition: Class:
�1 > Thi edge
�1 < Tlo and �2 < Tlo smooth
else detailed

Note that computation can be greatly simpli�ed if the al-
gorithm is bypassed when a pixel di�erence is found larger
than Thi while computing �1. Also, if �1 � Tlo, it is not
necessary to compute x0(i; j) or �2.
The proposed algorithm was tested against several other

methods (commonly much more complex). Despite its sim-
plicity it has been shown to be more e�cient than its com-
petitors in two experiments: (i) comparing classi�er out-
put map to manual classi�cation; (ii) RD plots for di�erent
images2.

5. COMPRESSION RESULTS FOR MIXED
IMAGES IN PRINTING

Several experiments were performed on di�erent mixed doc-
uments and the results shown here are just a sample for the
wine image shown in Fig. 2.
We suggest using the following perceptual weights (which

can be changed for di�erent applications):

2Unweighted MSE for overall distortion, adaptive weighted
MSE for thresholding decision



Table 1. HVS-based weights for the 8�8 DCT coef-
�cients chosen for the 3 perceptual classes.

Smooth areas
246 854 1000 935 791 631 486 364
854 952 997 915 771 616 475 356
1000 997 955 852 715 573 443 334
935 915 852 752 631 509 397 302
791 771 715 631 533 433 341 262
631 616 573 509 433 356 284 221
486 475 443 397 341 284 229 180
364 356 334 302 262 221 180 143

Detailed areas
246 1000 791 486 267 139 69 33
1000 955 715 443 247 130 65 32
791 715 533 341 197 106 55 27
486 443 341 229 139 78 41 21
267 247 197 139 88 52 29 15
139 130 106 78 52 32 18 10
69 65 55 41 29 18 11 6
33 32 27 21 15 10 6 4

Edge areas
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000
1000 1000 1000 1000 1000 1000 1000 1000

Those matrices were found by calculating DCT-domain
energy of a linear HVS transfer function assuming max-
imum viewing frequency of 56 and 28 cycles/degree for
smooth and detailed regions, respectively. For edges, we
use uniform weighting.
In one example, using the proposed approach we obtain

the wine image at 1.11 bpp and 31.62 dB PSNR, while
JPEG attains a PSNR of 35.69 dB for the same bit rate. A
comparison of the classi�ed thresholding coded image ver-
sus the baseline JPEG coded image reveals that the visual
quality around the edges of the document (most noticeably
the text areas) for the proposed JPEG coder is superior
to the standard JPEG coder. However, regular JPEG has
better quality on the picture region. When both images are
halftoned for printing, the errors in the picture region are
masked while ringing around text edges is shown through
the halftone. In other words, after halftoning, the image
compressed using the proposed coder is fairly superior in all
aspects. This is so because the adaptive distortion measure
(weights) intentionally took into account masking proper-
ties. So, overblurring smooth or detailed regions was not as
penalized as blurring text areas. Enlarged portions of the
halftoned images are presented in Fig. 3.

6. CONCLUSIONS

Adaptive thresholding has the ability of tailoring distortion
measures to speci�c signal regions, therefore adding a new

exibility in compression systems without large computa-
tional penalty. We applied the concept to JPEG in the
context of image compression for printing, in which percep-
tual di�erences accross regions are very signi�cant. Nev-
ertheless the concept may be applied to transform-based
coding of virtually all clases of signals.
The processing described in this paper yields a JPEG-

compliant coder with higher subjective performance than
the regular JPEG (with or without non-adaptive threshold-
ing). The price paid is a small computational complexity

Figure 2. (a) Enlarged Sample Mixed Image wine,
(b) its halftone and (c) correspondent classi�cation
map (with Tlo = 30 and Thi = 120). (white=smooth,
gray=detailed, black=edge).



(a) (b)

Figure 3. Zoom of halftones of original and reconstructed images: (a) edge regions; (b) mixed regions. In
each, the left image is the halftone of the orignal image, the center corresponds to the proposed algorithm
(1.11 bpp, 31.62 dB PSNR). and the right one corresponds to JPEG (1.11 bpp, 35.69 dB).

penalty for the classi�cation algorithm and for the thresh-
olding algorithm. The perceptual classi�cation was per-
formed using a pixel-based classi�cation algorithm which
was shown to be visually accurate. A more detailed com-
parison of several classi�cation algorithms will be published
soon. The goal in embedding perceptual classi�cation into
JPEG coders is to allow the adaptive-thresholding JPEG
compressor to preserve the visual quality of the most per-
ceptually signi�cant regions in a mixed document.
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