
SPEECH RECOGNITION IN A REVERBERANT ENVIRONMENT USING MATCHED
FILTER ARRAY (MFA) PROCESSING AND LINGUISTIC-TREE MAXIMUM LIKELIHOOD

LINEAR REGRESSION (LT-MLLR) ADAPTATION

P Raghavany, RJ Renomeronz, C Che�, D-S Yuk and JL Flanagan

CAIP Center, Rutgers University, Piscataway, NJ 08854

ABSTRACT

Performance of automatic speech recognition systems
trained on close-talking data su�ers when used in a
distant-talking environment due to the mismatch in
training and testing conditions. Microphone array sound
capture can reduce some mismatch by removing ambi-
ent noise and reverberation but o�ers insu�cient im-
provement in performance. However, using array sig-
nal capture in conjunction with Hidden Markov Model
(HMM) adaptation on the clean-speech models can re-
sult in improved recognition accuracy. This paper de-
scribes an experiment in which the output of an 8-
element microphone array system using MFA process-
ing is used for speech recognition with LT-MLLR adap-
tation. The recognition is done in two passes. In the
�rst pass, an HMM trained on clean data is used to rec-
ognize the speech. Using the results of this pass, the
HMM model is adapted to the environment using the
LT-MLLR algorithm. This adapted model, a product
of MFA and LT-MLLR, results in improved recognition
performance1.

1. INTRODUCTION

Reverberation is a major cause of degradation in per-
formance in distant-talking speech recognition. Micro-
phone arrays have been used for quite sometime to mit-
igate this e�ect and to obtain better quality speech.
Though the improvement in recognition accuracy us-
ing this speech is signi�cant, the performance is still
far from satisfactory.

It has been shown that additional HMM adapta-
tion results in improved recognition accuracies [2, 1,
4]. In [2], Omologo et al used Time Delay Compen-
sation (TDC) techniques to improve the quality of the
speech signal while using an algorithm similar to Maxi-
mum Likelihood Linear Regression [5] called the Phone
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Dependent Linear Regression (PDLR) to adapt the
models to the environment. The Maximum a posteri-
ori (MAP) adaptation technique was used with array-
beamforming by Omologo et al in [1] and by Silver-
man et al in [4]. The Speaker Independent (SI) model
trained on clean speech was adapted to microphone ar-
ray speech in supervised mode using MAP. The perfor-
mance in [1] was seen to degrade heavily with increase
in reverberation, despite adaptation.

This paper presents a techinique to combine Matched
Filter Array Processing [8] and the Linguistic Tree MLLR
[3] adaptation algorithm for improved recognition even
at high reverberation levels [7]. This approach com-
pensates for reverberation in cases with and without
prior training data from the environment.

2. MICROPHONE ARRAY WITH MATCHED
FILTER

Sound captured through a microphone, in any environ-
ment, can be modeled as application of a transfer func-
tion on the sound. If s(t) be the sound, then the actual
sound captured by the microphone, m(t), is expressed
as

m(t) = s(t)
 h(t); (1)

where h(t) is the composite transfer function a�ecting
the sound from the sound source to the microphone.
The '
' denotes time-domain convolution.

The MFA algorithm [8] consists of �ltering the in-
put signal obtained from each microphone with the
time reverse of the focus-to-sensor impulse response,
where the focus is the focal point of the microphone
array. For the sound source located at the focus, the ef-
fect of the matched �lter is to convolve the undistorted
signal with the autocorrelation of the focus-to-sensor
response,

yi(t) = mi(t)
 hfi(�t) = s(t)
 h(t)
 hfi(�t); (2)

where mi(t) denotes the signal at sensor i.



For a single sound source at the focus, the result of
the MFA processing is
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where son is the signal originating from the focal region,
hfi(t) is the impulse response from the focal point to
the microphone i, and N is the number of sensors.

It has been shown [8] that the MFA has a distinct
advantage over simple beam-forming in that the MFA
can remove reverberation from a captured signal. The
SNR improvement has been shown to be proportional
to the number of sensors instead of the number of reec-
tions in the case of beam forming. If K be the number
of reections, the signal to reverberant energy can be
expressed as, SNR = NK=K�1; which is independent
of the number of reections for K � 1. For compar-
ison, the signal to reverberant energy for delay-sum
beam-forming is, SNR = N=K� 1; which is monoton-
ically decreasing when K increases.

The MFA has also been shown to reject signals
which are not on the focal point. The MFA algorithm
was found to return average improvements as much as
6:39dB, in experiments performed in [8], over di�erent
levels of reverberation.

3. REGRESSION TREE MLLR HMM
ADAPTATION

Various types of adaptation algorithms have been in-
vestigated in the past few years, but one of the most
successful algorithms is the Maximum Likelihood Lin-
ear Regression (MLLR). The MLLR [5] computes an
A�ne transformation, in an ML sense, to move model
parameters so that the resulting model achieves better
performance for that speaker. The transformation ma-
trix can be computed for a speci�c phone class or for
a group of phone classes by pooling their adaptation
data.

The Regression Tree MLLR [3] is better suited to
adaptation as it selects the optimal number of trans-
forms, based upon the amount of data. This optimized
adaptation is achieved by clustering all the mixtures of
HMMs of the model in the form of a tree, where the
root contains all the mixtures. The tree-node group-
ing may be acoustic or linguistic in nature. The tree
is grown till the number of mixtures in the leaf node
reaches a certain prede�ned level in the former case
or the phone level in the latter case. The leaf nodes
are termed \base classes" while the higher nodes are

termed \regression classes". This is usually performed
o�-line. In this paper we use a linguistic tree for adap-
tation.

4. EXPERIMENTS AND RESULTS

4.1. HMM-based Recognition System

The baseline HMM model was trained on the 991 word
(excluding silence) DARPA ResourceManagement task
[6]. The input speech was preemphasized and win-
dowed at a frame size of 25ms with a frame rate of
10ms. From each frame, 12 dimension Mel-frequency
Cepstral Coe�cient with Log Energy were extracted.
The � and �� were appended to result in a total di-
mension of 39. Cross-word triphone models were used
which were generated using tree-based clustering for
unseen triphones. There were 6,966 Physical HMMs for
112,849 cross-word triphone contexts with 3 emitting
states per triphone and 4 mixtures per state. These
were generated using the HTK HMM Toolkit [9]. The
language model was word-pair grammar.

4.2. Reverberant Speech Corpus

The reverberant data is picked up from a distance talk-
ing speaker using two di�erent types of microphones {
one a single directional microphone and the other an 8-
element microphone array. The microphone array was
backed by the Matched Filter Array (MFA) processing
[8].

Speech data for this experiment was collected, by
Renomeron [8], in the Varechoic Chamber at Lucent
Technologies in Murray Hill, NJ. The Varechoic Cham-
ber is a 6.7� 6.1� 2.9 meter room (Fig. 1) with double
wall construction for insulation from the outside envi-
ronment. The chamber has a mechanism of control-
ling the reverberation level by adjusting panels on the
chamber walls. It allows for variation of reection levels
for a reverberation time of 0.1{0.9 seconds. Speech sen-
tences from the RM database [6] were played through
loudspeakers and captured by an 8-element microphone
array and a single directional microphone. The rever-
berant data was generated at 4 di�erent reverberation
levels of 0.1s, 0.2s, 0.5s and 0.9s. The data was cap-
tured at 0 and 3 in Fig (1), i.e., at (2.07,2.20) and at
(4.51, 4.54). The loudspeaker was at a height of z=1.4
meters.

4.3. Data Experiments

All evaluations are based on the 12 speaker SD (Speaker
Dependent) Eval set of the RM database with 100 sen-
tences per speaker. The performances for a speaker
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Figure 1: Varechoic Chamber recording con�guration.

Position Microphone Reverberation Level
Type 0.9s 0.5s

2.0m Single 70.6 (36.38) 76.6 (51.03)
2.0m MFA 85.4 (74.85) 88.5 (85.12)
4.5m Single 68.1 (31.29) 78.2 (47.53)
4.5m MFA 87.0 (80.59) 87.3 (83.00)

Table 1: Environment Dependent Training Recognition
Accuracy (with MLLR adapted results in brackets).

at a distance of 2m can be seen in Fig (2) and in Fig (3)
for the speaker at a distance of 4:5m. An improvement
of almost 100%, relative, in recognition performance
is seen in many cases. At a distance of 4.5m from
the mic, with reverberation at 0.9s, the performance is
improved to 80:59% from the baseline performance of
42:11%, a gain of over 90%. In almost all cases the MFA
with MLLR processing (MFA-MLLR) returns accept-
able performance levels. Furthermore applying MLLR
to the original directional microphone speech is seen to
be of little value. The MFA-MLLR can be seen to be
far superior to using a single directional microphone.

To compare the performance of the MFA-MLLR
over Environment Dependent (ED) training, MAP train-
ing is performed on SI data generated for the cases
where the reverberation level is higher than 0.5s. These
conditions have the most serious degradation and the
further experiments concentrate to improve them. The
training was done on 1200 sentences (� 4200s) of speech
from the SI set. This avoids improvements that result
from seeing a speaker in advance in training thereby bi-
asing the results. The performance of the new models
on the ED set is shown in Table (1).
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Figure 2: Accuracy versus Reverberation for speakers
at a distance of about 2m from the microphone.

The performance is far better than the SI baseline's,
which was to be expected. What is remarkable is that
the relative improvement for the MFA-MLLR case is
comparable to that of Environment dependent training!
Though the ED training is still about 5-7% absolute
better than MFA-MLLR, the MFA-MLLR achieves this

using just 1=12th the data that ED training uses.

In the case that a lot of environment dependent
data is available, it would be better to use ED train-
ing but in case that the environment conditions keep
changing, it would be better to use MFA-MLLR pro-
cessing to obtain higher performance levels.

If a lot of data from the environment is available
prior to the evaluation, as in the above case, then an
extra step can be performed. The new ED models
can be adapted in unsupervised mode to adapt to the
speaker to achieve higher performance levels. This is
seen in Fig. (4) for the case when the reverberation
level is 0.9s with the microphone at a distance of 4.5m
from the microphone (the worst condition). The var-
ious strategies used in the �gure are the unsupervised
adaptation using MFA-MLLR, using ED MAP training
and then adaptating to speakers using the ED mod-
els (ED+MLLR). The performance of the clean-speech
model evaluated on the same 12 speakers for clean
speech is 93.2%. It is remarkable that `ED+MLLR'
approaches this.
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Figure 3: Accuracy versus Reverberation for speakers
at a distance of about 4.5m from the microphone.

5. CONCLUSION

MFA-MLLR was found to give substantial improve-
ments over baseline performance. Reason for this is in
the fact that MFA achieves higher SNR speech leading
to better quality speech. This quality was essential for
the MLLR leading to a good unsupervised adaptation
performance. Reverberation levels leass than 0.2s af-
fects performance less than reverberation levels greater
0.5s after MFA-MLLR. E�ect of distance from micro-
phone greatly reduced after MFA-MLLR. Performance
of ED is only marginally better than MFA-MLLR de-
spite using 12 times as much data. Thus, if su�cient
data is available, adaptation in two steps is useful { the
�rst step to the environment using all the data avail-
able from that environment and in the second, to the
speaker.
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