
ABSTRACT

A two channel approach to noise robust feature
extraction for speech recognition in the car is proposed.
The coherence function within the Bark subbands of the
Mel-Frequency-Cepstral-Transform is calculated to esti-
mate the spectral similarity of two statistic processes. It is
illustrated how the coherence of speech in binaural signals
is used to increase the robustness against incoherent noise.
The introduced preprocessing method of nonstationary
signals in two microphones results in an additive correc-
tion term of the Mel-Frequency-Cepstral-Coefficients. 

INTRODUCTION

The speech recognition in a noisy environment
requires noise robust speech features. Since the internal
Hidden-Markov-Models (HMM) of the speech recognizer
are often trained by clean speech data, a discrepancy
between the training data and the actual test data exists.
Therefore, without preprocessing of the input signals or
forced noise adaption of the trained speech models a deg-
radation of the recognition accuracy is unavoidable. Basi-
cally1, the Mel-Frequency-Cepstral-Coefficients as speech
model based homomorphic deconvolution technics have
been proved to be suitable for voice recognition in the past
ten years. 

Various speech enhancement and noise reduction sys-
tems in speech recognizer front-ends have been intro-
duced. Often, noise reducing algorithms assume quasi
uncorrelated stationary properties of speech and inter-
fering noise (Wiener filtering) or use acoustic channel
models (e.g. microphone arrays, adaptive noise compensa-
tion) and apply the knowledge of human speech perception
to enhance the speech signal quality. 

Microphone array and multiple channel solutions
have been developed lately, but for the MFCC-Hidden
Markov Model (HMM) based speech recognizer only one

1. besides e.g. LPC features, extended or modified MFCC’s

microphone approaches for the speech feature extrac-
tion are common.

This paper describes a signal preprocessing
method based on a combination of the speech produc-
tion models and binaural speech perception models.
To estimate the relevant speech signal, the proposed
algorithm takes advantage of the properties of speech
and noise and their acoustic propagation in the car. It
calculates the noise robust speech features within the
MFCC’s by application of a modified additive correc-
tion term received from the internal Bark subband
coherence estimation of two input signals. 

TWO CHANNEL  APPROACH (MFCC-2)
The coherence function Cxy describes the correla-

tion of two stationary signals x(t) and y(t) in the fre-
quency domain:

(1)

Following examples show the estimated coher-
ence function of recorded speech and noise at different
microphone positions.

 Figure 1: estimated coherence, A1-position
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Figure 1 displays the estimated coherence of clean
speech and vehicle noise with both microphones attached
to the A-panel at drives side having a distance of appr. 30
cm (A1-position). In figure 2 each microphone has been
positioned at the center of both sunvisors (S2-position).

 Figure 2: estimated coherence, S2-position

As shown in Figure 1 and 2, the coherence of noise
at lower frequencies complicates the separation of
speech and noise. The coherence separation method is
not suitable at these frequencies and modification of the
algorithm has to be applied. If the two microphones are
close to the speaker then the speaker can be considered as
concentrated source, while the interfering noise often has
the properties of an expanded source. Taking into
account the decreased coherence of clean speech at
bigger microphone distances, an optimal microphone
position (fig. 1) should be found. Hence it implies that
within the radius rmin multiple path propagation of the
signal can be neglected. To realize this behavior the min-
imum speaker microphone distance rmin referring to [3]
is:

(2)

wherein γs, γe are the aperture values of the speaker
and the microphone and αAb is the absorption factor with
A as absorption surface. 

INTEGRATED MFCC CORRECTION

Assuming the one-channel clean speech signal s(t) is
interfered by additive noise n(t), further n(t) and s(t) are
independent so that:

(3)

where (m) is the index of the time frame and w(t) is
e.g. a Hanning windowing function. The signal x(m)(t) is
filtered by an auditory [4] Bark bank {b(i)} with i=1..K
overlapping filters having triangular or gaussian shape
and an equally spaced bandwidth of 1 bark = 100 mel.

The energy of the outcoming signal from each Bark filter
b(i) is calculated. Hence the mel-vector {M(m)} of the
(m)th frame becomes:

(4)

Applying the normalized discrete cosine transform
(DCT) to (2) the mel-cepstral-coefficients {cq

(m)} are: 

(5)

Since the speech and noise have nonstationary char-
acter the appropriate coherence function (1) is not
defined. To estimate this function Cxy

(m) within a time
frame (m) following approach has been chosen: 

(6)

where C°xy
(m) is the coherence peak of the two input

signals within a Bark subband. Applying Parseval’s the-
orem to (6) and using (4) it follows the ith Bark subband
coherence becomes:

(7)

To avoid residual error effects caused by peak esti-
mation of C°xy following recursive nonlinear 3-median
filtering has been chosen:

(8)

The calculated coherence weight vector Cxy
(m)(i)

reshapes the Bark filter bank according to the subband
coherence of the two audio signals and corrects the
Melvector from (4) to:

(9)

Hence, inserting (5) and (9) into (5) the noise robust
MFCC’s cNRq

(m) are calculated by:

(10)

The second term in (10) may be considered as a
additive cepstral correction offset to trained clean speech
features within the frame (m). 
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IMPLEMENTATION

Fig. 3 presents the implemented MFCC system. The
time frames (m) have the length of 256 samples
according to a sampling frequency of 11025 Hz. The
frames overlap with 50% and are weighted by a Hanning
window w(t). As proposed in [3] the two framed input
signals are highpass filtered to prevent low frequencies
from disturbing the Bark subband estimation. Car spe-
cific low frequency noise and its propagation causes
coherence estimation errors as indicated in Fig.1, 2. and
effect a bad algorithm performance. An additional pre-
emphasing filter results in a better delay compensation of
the two microphone paths and a increased overall quality
of the coherence estimation.

 Figure 3: Implemented MFCC-2 system

An adaptive signal delay compensation [6] pre-
serves the MFCC extraction from different propagation
times of the speech into the two microphones. The
applied Hanning windowing filter absorbs the effects of
discrete time processing of speech signals. The Bark

bank utilizes K=27 overlapping and triangular shaped
Bark subband filters with an equally spaced bandwidth of
1 bark = 100 mel. The modified coherence estimation is
median filtered. The output Cxy reshapes the appropriate
Bark filter. The log-DCT extracts the noise robust
MFCC’s. Therefore, there is no need for retraining of the
already trained speech HMM-model’s. This is a big
advantage.

EXPERIMENTS

To evaluate and test the proposed processing method
following experimental environments have been used:
The clean speech data (5 speaker) and noise signals have
been acquired at different microphone positions in a
vehicle. The noise signals represent various driving and
road conditions. An additional white noise source has
been chosen to evaluate the overall correction perfor-
mance. Clean signal and noise pattern are mixed to build
different SNR levels. As shown in figure 4, three dif-
ferent noise situations are used to test the recognition
robustness for car environmental conditions. 

 Figure 4: PSD of vehicle noise

A standard HMM speech recognizer for isolated
words and a speech recognizer for continuous connected
digits are used to evaluate the overall performance . The
MFCC extraction has been modified as specified. The
speech recognizer is trained with speech pattern acquired
from approx. 1000 persons. The test set of isolated words
consists of 200 German city names. The connected digits
are spoken in digit blocks with a total length of a 500
phone numbers.

To compare the overall performance of this pro-
posed processing method, an alternative one channel
spectral subtraction algorithm and a two channel noise
compensation algorithm are investigated. The spectral
substraction incorporates an auditory speech enhance-
ment system as introduced in [5]. The mixed noise and
clean speech signals are processed and the output signal
is sent to an unmodified HMM speech recognizer, using
the same pattern recognition core. 
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The two channel noise compensation is taken from a
system as proposed in [7]. Again, the processed signal
mixture is sent to an unmodified HMM speech recog-
nizer.

TEST RESULTS AND CONCLUSIONS

Figure 5 illustrates the averaged error probability
received by comparison of three different noise sources
with clean speech. It follows that the position of the
microphone2 has more influence on the recognition reli-
ability then the noise source.

 Figure 5: recognition reliability for different mic-positions

As shown in figure 5, the recognition rate for sta-
tionary noise is higher than for noise generated by rapidly
changing driving conditions. However, the recognition
reliability decreases for driving noise at 180 km/h speed
while wind and tire noises are significant. It indicates that
the robustness of speech recognition using this corrected
feature extraction depends on the degree of correlation
between noises in each channel. Figure 6 illustrates the
overall performance for different preprocessing methods
compared to an unprocessed speech input to a HMM rec-
ognizer.

 Figure 6: comparison overall performance

2. here: A1-two microphones at A-panel, S2- one microphone
on both sunvisors

Hence it follows, the overall performance of word
isolated recognition is better than one for connected
digits. Especially at low SNR the performance of the pro-
posed algorithm increases compared to the others.
Another interesting point is that the error probability of
the two channel noise compensation not as good as those
for one channel spectral substration at higher SNR. Com-
pared to the noise compensation and the spectral sub-
straction the proposed processing method the
improvement in noise robustness was approx. 10% and
almost 15%, respectively. 

SUMMARY

In this paper a preprocessing method for noise robust
MFCC feature extraction are introduced. This algorithm
utilizes the coherence of speech in a realistic vehicle
environment for an estimation of the additive MFCC-
correction term. The experimental results applying a
modified HMM recognizer are summarized as follows:
The MFCC-2 processing improves the performance and
noise robustness both realistic and white noise. Com-
pared to established preprocessing method, the perfor-
mance increases about 10 to 15% which allows to neglect
additional costs for a second microphone and codec and
approx. 10% higher processing complexity.
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