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ABSTRACT

A novel approach is presented to class-based language
modeling based on part-of-speech statistics. It uses a deter-
ministic word-to-class mapping, which handles words with
alternative part-of-speech assignments through the use of
ambiguity classes. The predictive power of word-based lan-
guage models and the generalization capability of class-based
language models are combined using both linear interpola-
tion and word-to-class backoff, and both methods are eval-
uated. Since each word belongs to one precisely ambigu-
ity class, an exact word-to-class backoff model can easily
be constructed. Empirical evaluations on large-vocabulary
speech-recognition tasks show perplexity improvements and
significant reductions in word error-rate.

1. INTRODUCTION

Data sparseness is a perennial problem when constructing
language models for large-vocabulary speech recognition.
Although word N-gram models have proved extremely use-
ful when enough data is available to accurately estimate the
N-gram probabilities, estimating these for low-frequency
words is inherently difficult. And as vocabulary sizes in-
crease, low-frequencywords constitute an increasingly larger
portion of them. One solution that immediately springs to
mind is to group low-frequency words together into equiva-
lence classes, and use the N-gram probabilities of the word
classes, instead of those of the individual words. Language
models using word classes are more compact and general-
ize better to unseen word sequences than purely word-based
language models.

Simple models based on deterministic word-to-class re-
lations are usually unable to capture the ambiguous nature
of many words. On the other hand, overlappingword classes
require difficult procedures to handle the one-to-many word-
to-class mappings when annotating the training corpus and
when using the language model for speech recognition [9,
10]. To avoid the latter problem, it is desirable that the word
classes be true equivalence classes in that they partition the
vocabulary, i.e., that each word belongs to exactly one word
class.

There are many different ways to assign words to classes
based on syntactic or semantic categories. One popular ap-
proach is based on minimizing the training set perplexity by
automatically clustering the words [11, 10]. We here pro-
pose an automatic method for partitioning the vocabulary
into word classes, based on syntactic behavior, that uses as
its only information source a method for specifying for each
word in the vocabulary the set of part-of-speech (PoS) tags
that it can be attributed with, and the conditional probabil-
ity of each tag given the word. The lexical component of a
statistical PoS tagger constitutes such a resource.

Class-based language models have proved effective for
training on small datasets and for fast language model adap-
tation. For large training datasets, word N-grams are still
superior in capturing collocational relations between words.
To utilize the power of word N-grams, the constructed class-
based model can be combined with word N-gram models,
and we evaluate two different methods for doing this on a
large-vocabulary speech recognition task; both linear inter-
polation and a word-to-class backoff scheme retain the ad-
vantages of the two language-model types.

The integration of the class-based language model into
the decoder is done directly in the forward search with-
out generating a word lattice and rescoring it. Although
the reduction in perplexity was modest in the experiments,
the reduction in word error-rate was statistically significant.
This shows the benefit of combining different information
sources for the language model component of a speech recog-
nition system.

2. PART-OF-SPEECH BASED LANGUAGE MODEL

In order to construct meaningful word classes, we wish to
group words together that function similarly from a syn-
tactic point of view. One way of doing this is to look at
the part-of-speech (PoS) information associated with each
word. This would typically include information about the
word’s main syntactic category, such as noun, verb, adjec-
tive, etc., and also additional information, like number (sin-
gular or plural), tense, degree of comparison, etc.

A first attempt might be to simply have one word class



for each part-of-speech tag. The problem with this approach
is that many words can be assigned different PoS tags in dif-
ferent contexts, compare the two occurrences of the word
“can” in I can drink a can of coke. This in turn means that
we will either have overlapping word classes, which will
complicate the application of the model in a speech recog-
nition system, or we have to guess for each occurrence of a
word what PoS tag to assign to it in the current context.

We will take another approach, which looks at ambigu-
ity classes of words. This means that we will group those
words together which can be assigned the same set of pos-
sible PoS tags. We will actually refine this a bit further to
include the likelihoods of the possible PoS tags. An am-
biguity class will be known by a (finite) sequence of PoS
tags, the first one being the most likely one, the second one
the second most likely one, etc. Since each word in the vo-
cabulary will belong to exactly one ambiguity class, it will
belong to exactly one word class. Very similar approaches
to word clustering have been taken by [1] and [6].

This lexical PoS tag statistics will then be applied to a
large training corpus, i.e., each word in it will be assigned
an ambiguity class. The most frequent words in the train-
ing corpus will however be assigned singleton word classes,
as there should be enough training data for this, and as we
expect their syntactic behavior to be idiosyncratic. Am-
biguity classes consisting of very many PoS tags will be
truncated, either through a cumulative probability thresh-
old, or by using an upper bound on the number of admissi-
ble tags. Likewise, ambiguity classes with very few mem-
ber words will be avoided, again by truncating the tails of
the tag sequences. Those ambiguity classes that remain af-
ter these pruning measures, together with the word classes
assigned to high-frequency words, will constitute the final
word classes.

Having thus annotated the training corpus with word
classes, the word-class N-gram probabilities

PC(wk j wi; wk) = P (wk j Ck) � P (Ck j Ci; Cj)

can easily be calculated for the classesCi, Cj andCk of
the wordswi, wj andwk . It is the probability of the cur-
rent word, given the current word class, multiplied by the
probability of the current word class given the two previous
ones. The estimation of the conditional class probabilities
P (Ck j Ci; Cj) employs Katz’s backoff scheme, in turned
based on Good-Turing discounting, see [3].

Adding new words to the vocabulary is easily accom-
plished since only lexical information about a potential new
word is required. The ambiguity class of a new word can
easily be determined by the lexical component of an exist-
ing PoS tagger, as it will most likely have the capability
to handle previously unseen words. This is an advantage
over data-driven word-classes generated by word cluster-
ing, since adding words to the vocabulary typically requires

reclustering the words, and it is impossible to achieve ro-
bustness for words unobserved in the training data.

3. COMBINING CLASS AND WORD MODELS

3.1. Linear Interpolation

While class-based language models generalize better to un-
seen word sequences, word-based language models in gen-
eral have better performance, when enough training data is
available. It is desirable to retain the advantages of each
of these models by combining their word predictions. The
most popular approach to combine different sources of in-
formation is by linear interpolation [2]. It consists of the
weighted sum of the different prediction probabilities

PI (wk j wi; wj) =

= �W � PW (wk j wi; wk) + �C � PC(wk j wi; wj)

wherePW (wk j wi; wk) is the word-based language model
andPC(wk j wi; wk) denotes the class-based model. Both
models are based on Katz’s backoff scheme and are inter-
nally normalized and consistent.

The estimation of the interpolation parameters�W;C is
based on perplexity minimization using the well-known EM-
algorithm. Linear interpolation makes it possible to handle
any number of different language models separately and to
combine them afterwards. By minimizing the perplexity, it
is guaranteed that the interpolated model is not worse than
any of its components. The optimization of the interpolation
parameters can be performed on the training data or online
as an adaptive procedure on the test utterances [12].

3.2. Word-to-Class Backoff Model

Analyzing the behavior of the individual models leads us
to a different way of combining the prediction probabil-
ities. It is well known that non-backed-off word-trigram
and word-bigram models perform better than class-based
models. On the other hand, class-based models often pro-
duce better probability estimates than word-unigram back-
offs, due to their ability to generalize (see Table 1). A word-
to-category backoff model was proposed in [9] to retain the
advantages of each of these approaches by backing off from
the word-based to category-based probability estimates. Be-
cause of the stochastic mapping from words to categories in
[9], an exact calculation of the backoff weights is not feasi-
ble and an approximate model is required. In our approach,
the word classes are true equivalence classes, i.e., each word
belongs to exactly one word class, and it is therefore feasi-
ble to construct an exact word-to-class backoff without any
approximation, and to pre-calculate the backoff weights for
each word and class history.

The proposed word-to-class backoff model utilizes word
trigrams and word bigrams whenever possible and backs off



to the class-based model only when necessary, thus avoiding
the non-informative word unigram probabilities:

PBO(wk j wi; wj) =�
P 0
W (wk j wi; wj) if jwj ; wkj 6= 0

�BO(wi; wj) � PC(wk j wi; wj) else,

wherejwj ; wkj denotes the number of word pairs(wj ; wk)
observed in the training data.P 0

W (wk j wi; wj) is a trun-
cated version ofPW (wk j wi; wj), with the backoff to word
unigrams removed, and is not a proper probability distribu-
tion. The unigram probability mass is instead redistributed
to the class-based model according to this equation, and the
class-based model only kicks in after the word-bigram back-
off has failed. The word-to-class backoff weights

�BO(wi; wj) = �(wi; wj) � �C(wi; wj)

consist of the trigram-to-bigram backoff-weight�(wi; wj)
and the additional backoff weight

�C(wi; wj) =

1:0�
X

8wk : jwj;wkj6=0

P (wk j wj)

1:0�
X

8wk : jwj ;wkj6=0

PC(wk j wi; wj)

which is necessary to meet the normalization requirement
and can be pre-calculated for each context.

Contrary to linear interpolation, the word-to-class back-
off model uses the class-based probabilities only if no tri-
gram or bigram is available. It does not interpolate the class-
based model with word-based trigrams and bigrams. This
has the advantage of being selective and making optimal
use of available information, whereas linear interpolation
combines the probability estimates “blindly”. The interpo-
lation weights are optimized globally to reduce perplexity
and cannot differentiate between different contexts1.

4. EXPERIMENTAL RESULTS

4.1. Language Model Evaluation

The evaluation of the class-based language models was per-
formed on the 20 000 word, open vocabulary Wall Street
Journal (WSJ) task. The PoS statistics was extracted from
the Penn Treebank annotation of 1 million words from the
WSJ, [4], using the lexical component of the statistical PoS
tagger described in [5]. This was subsequently applied to
the training corpus of the language model, which consist of
approximately 37 million words of text from the WSJ over
the period 1987-89. In this phase, each word in the 20k
vocabulary was assigned a sequence of PoS tags, ranked ac-
cording to their conditional probabilities.

1The interpolation weights can only depend on the history:� =
�(wi; wj), but not on the current wordwk.

High-frequency words, i.e., words that occurred more
than 100 000 times in the training corpus, were assigned
individual word classes. To avoid ambiguity classes with
many different PoS tags, the sequences of PoS tags was
truncated after 90% probability mass, or after four tags,
whichever occurred first. Also, any ambiguity class with
less than five member words (types, rather than tokens) was
repeatedly deprived of its least frequent PoS tag until it had
at least five members, or exactly one PoS tag. The result-
ing ambiguity classes and the singleton word classes thus
assigned to the words of the training corpus formed the fi-
nal word-class annotation of the training corpus. In total
305 ambiguity classes were generated from 28 different PoS
tags, plus the additional 50 singleton word classes.

From this, the word and class N-gram probabilities were
calculated using Katz’s backoff scheme. The perplexity for
the 20k vocabulary 1992-93 development and evaluation
test sentences (about 1400 utterances, 2% out-of-vocabulary
words) are listed in Table 1.

Perplexity
WTG CTG INTP WCBO #words

TOTAL 187 550 179 180 22 386
TRI 36 202 39 36 13 076
BI 838 1 496 770 838 7 758
UNI 109 970 17 338 48 825 65 020 1 552

Table 1: Perplexities for different language models.

The first row in Table 1 shows the total test set perplexity
for the word-based trigram (WTG), the class-based trigram
(CTG), the interpolated model (INTP) and the word-to-class
backoff model (WCBO). In the next rows the perplexity of
the test data is separately listed for different backoff cases
of the word-based model. For 58.4% of the words a tri-
gram (TRI) is used in the word-based model and the low-
est perplexity is achieved. In 34.6% the word-based model
backs off to bigrams (BI) and is still much better than the
class-based model. For about 7% of the data further back-
ing off to word unigram probabilities is required. In this
case the class-based model generalizes better and provides
a lower perplexity. Both, the interpolated and the word-to-
class backoff model, reduce the perplexity about 5% com-
pared to the baseline WTG model. Analyzing the detailed
results from the interpolated model, we realize the global
optimally interpolation weights (�W � 0:85; �C � 0:15)
actually increase the perplexity for the TRI-data, while de-
crease the perplexity of the other data. This shows how lin-
ear interpolation of the highly specific word trigrams with
the more general class trigrams can partially increase per-
plexity, if only on set of general interpolation parameters
is available. In the word-to-class backoff model the per-
plexities for the TRI- and BI-data are identical to the WTG
model. Avoiding the usage of unigram probabilities reduces
perplexity for this part of the test utterances (UNI).



4.2. Speech Recognition Results

The interpolated model and the word-to-class backoff model
were evaluated and compared to the baseline word trigram
model on the 20k WSJ 1992 and 1993 evaluation test sets.
All language models were directly integrated in our one-
pass N-gram decoder [8]. No lattice rescoring is necessary
in this system, which handles the different language mod-
els in the forward beam search on a layered self-adjusting
decoding graph.

The acoustic models are three-state, cross-word triphone
models with tied states, trained on the standard SI-84 and
SI-284 training data. The state tying is based on a robust
phonetic decision tree approach to cluster equivalent sets of
context dependent states [7]. No acoustic adaptation was
performed in the experiments. The phonetic lexicon for the
20 000 word vocabulary was automatically generated using
a general English text-to-speech system with 41 phones. Ta-
ble 2 presents the word error-rates for two acoustic models
(SI-84 and SI-284) on the NOV92 and NOV93 evaluation
data for the different language models.

WER %
Acoustic Model Test Data WTG INTP WCBO
SI-84 NOV92 12.3 11.6 11.6
SI-284 NOV92 9.8 9.5 9.4
SI-284 NOV93 13.5 13.3 13.1

Table 2: Word error-rates for different language models.

In all cases, a small but statistically significant error rate
reduction up to 6% can be recognized. The combination of
word-based and class-based language models helps to im-
prove speech recognition performance by retaining the ad-
vantages of both models. The word-to-class backoff model
performs slightly better than the linearly interpolated model.
Backing off to the class-based model prevents the huge per-
plexities caused by the word unigram probabilities and avoids
recognition errors for these words.

5. SUMMARY

A new approach to generating a class-based language model
based on part-of-speech ambiguity classes was investigated.
Two different methods for combining the class-based and
word-based language models were evaluated and showed
some perplexity improvement. Used in large-vocabulary
speech-recognition tasks, both approaches, linear interpola-
tion and word-to-class backoff, led to significant reductions
in word error-rate.
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