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Abstract| We address the issue of high-level synthesis of
low-power digital signal processing (DSP) systems by proposing
switching activity models. In particular, we present a tech-
nology independent hierarchical scheme to compare relative
power performance of two competing DSP systems. The ba-
sic building blocks considered for such system are a full-adder
and a one-bit delay. Estimates of switching activity at the
output of these building blocks is used to model the activ-
ity in di�erent architectural primitives used for building DSP
systems. This method is very fast and simple and simulations
show accuracy within 4% of extensive bit-level simulations.
Therefore, it can easily be integrated into current communica-
tions/DSP CAD tools for low-power applications. The models
show that the choice of multiplier/multiplicand is important
when using array multipliers in a data-path. If the input sig-
nal with smaller variance is chosen as the as the multiplicand,
up to 20% savings in switching activity can be achieved. This
observation is veri�ed by analog simulation.

I. Introduction

The development of low-power mobile radio and comput-
ing systems faces tremendous challenges as increased ser-
vices, faster data rates and higher processing speeds con-
tinue to dominate future trends. This motivates develop-
ment of low-power synthesis tools for such applications. One
widely used approach for power reduction is supply voltage

scaling [1]. However, there are physical limitations to re-
duction of power using such an approach and it is useful to
investigate alternative methodologies which are device inde-
pendent. Several such approaches have been identi�ed vary-
ing from architectural level investigations to device level re-
search [1], [2]. The architectural level approaches exploit
parallelism or pipelining in the algorithm and increase the
throughput by employing extra hardware [1], [2]. The pro-
cessing speed is then reduced in a second step by reducing
the voltage supply. Other methods proposed for reducing
power dissipation attempt to reduce power by substructure
sharing and architectural transformations [3].
It is well known that the major contribution to the total

power dissipation in present-day technology is caused by in-
ternal switching activity [1] (dynamic power). Large savings
in switching activity is possible if this is one of the design con-
cerns at a higher level of abstraction in DSP/Communication
CAD tools. Low-power application tools require methods
which can predict how transformations at architectural level
a�ect power dissipation. Hence, high-level estimation of
switching activity in signals is considered in [4], [5]. [4] fo-
cuses on estimation of switching activity in signals, whereas,
[5] addresses analytical estimation of signal transition activ-

ity. We observe that if a library of analytical models for
primitives (such as delay, adder and multiplier) can be con-
structed, switching activity estimation in a variety of DSP
architectures can be addressed using a hierarchical approach.
Since the total switching activity in DSP architectures is
dominated by arithmetic units, low-power synthesis can be
addressed in a simple manner.

In this paper, we present a novel and fast method of es-
timating relative power performance of data-paths in DSP
applications implemented in CMOS. Our objective is to pro-
vide a simple and e�cient scheme which can compute relative
power dissipation in two competing architectures with good
accuracy. For this purpose, we explore approaches which
can be used for higher level synthesis where transistor level
knowledge is not available. For reasons outlined earlier, we
restrict our attention to dynamic power only. Since, larger
switching activity leads to higher power dissipation, we �rst
identify parameters which contribute directly to switching
activity, and then, we outline approaches which can be used
to compare two competing architectures in terms of switch-
ing activity (and hence power). In addition to being technol-
ogy independent, a major advantage of higher level modeling
and power estimation is the small computational requirement
since transistor level simulations are eliminated.

This paper is organized in �ve sections. Section II intro-
duces the basic approach used in our work and de�nes ba-
sic building blocks and primitives for general DSP systems.
Section III presents switching activity models for these prim-
itives based on signal statistics. Some numerical results are
presented in section IV. Section V presents the e�ect of re-
ordering inputs of a multiplier on the power dissipation and
demonstrates the viability of our approach for high-level syn-
thesis applications. Finally, section VI concludes this paper.

II. Basic Approach Towards Modeling

We restrict our attention to high-speed data-paths using
parallel implementations. Further, for simplicity, signals at
di�erent points in the system are assumed stationary. As
pointed out earlier, DSP architectures are primarily data-
paths which are constructed using architectural primitives
such as adders, multipliers and delays. The common build-
ing block of the �rst two primitives is a full-adder, whereas, a
delay element is constructed using single-bit delays. There-
fore, the switching activity in these architectural primitives
can be estimated using simulation and modeled as a function
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Fig. 1. Switching activity of bits of a zero-meanwhite Gaussian process
expressed with 16 bit SM form. Sign bit is not shown.

of the statistics of the signals applied at their input. Such
a model can be easily constructed if the input signals are
assumed stationary. Note that in fully parallel implemen-
tations, switching activity depends on present and previous
states only. Hence, in this frame-work, stationarity assump-
tion is quite valid. In contrast, a DSP processor based im-
plementation shares computing resources between di�erent
signals, and hence, stationarity assumption is not valid.
Since our objective is to provide high-level models of power

dissipation without speci�c knowledge of the transistor based
implementation, we only consider switching at the outputs
of the building blocks (full-adder and one-bit delay). As we
ignore the internal switching activity, this method cannot be
used for accurate power estimation. However, when compar-
ing two systems for lower switching (and hence, lower power)
the method is fast and reasonably accurate as veri�ed in the
implementation considered in section IV. Thus, it can be
used to detect the e�ects of transformations on the power
dissipation in the application level. We note that depending
on implementation, an output switching of a full-adder may
not consume the same power as an output switching of a
one-bit delay. Consequently, we will distinguish between the
two types of switching activities in our notation. The output
switching of a full-adder will be denoted by aFA whereas the
output switching of a delay element will be represented by
aD. Appropriate weighting of the two may be done when
comparing the total power dissipation.

III. Models For Architectural Primitives

In the sequel, the input of a single input primitive will be
denoted by X[n]. Similarly, inputs of two-input primitives
will be denoted by A[n] and B[n]. For simplicity, the inputs
of multiplier and adder will be assumed to be spatially uncor-
related. Finally, all signals will be assumed to be uniformly
quantized in a dynamic range of �d and represented in sign

magnitude (SM) form using N bits.

A. Delay

A delay element consists of N one-bit delays. Since the in-
formation about signal statistics apply only to its word-level
representation, whereas switching activity depends on bit-
level transitions, we need a model which expresses switching
of every bit given the word-level statistics. One such model
is presented in [4] which models the e�ect of input statistics
on the most signi�cant bits (MSBs) and least signi�cant bits

(LSBs). As proposed in [4], bits in signal word are divided
in to three regions; �rst, where switching is low (MSBs),
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Fig. 2. Switching activity vs. di�erent time correlations. Figure on
right shows linear approximation model.

second, where switching is high (LSBs), and, last, the re-
gion in between which is considered to be a linear transi-
tion connecting the other two. This is shown in �gure 1
for SM representation. The switching of the lower ordered
bits is 0:5, whereas, switching of higher order bits is 0. Two
breakpoints, BP0 and BP1, mark the end of the �rst and
beginning of the third region, respectively. Next, We de�ne
the number of bits needed to represent the average signal

power as � = log2

�
(2N�1 � 1) �

p
E(X2 [n])

d
+ 1

�
, where N is

the actual number of bits used to represent the signal value.
Observe that

p
E(X2[n]) equals the standard deviation of

zero-mean signals. Since SM representation is used and sta-
tionarity is assumed, � may be used to �nd BP0 and BP1

from the word-level statistics.
Extensive simulation results shows that for uncorrelated

signals, BP0 � �� 1 and BP1 � �+ 2. Switching activity in
each bit for uncorrelated signals is shown in �gure 1 for var-
ious values of average power, E(X2[n]). Next, for correlated
signals, we only need to consider time correlation between
successive samples, i.e �X = Cov(X[n]x[n � 1])=V ar(X[n])
since switching depends only on the last signal value.
The e�ect of signal correlation on switching activity is

shown in Figure 2. Clearly, switching activity decreases as
correlation between successive samples increases. For high
correlation, the transition between the LSB and MSB starts
o� linear close to the LSB region and becomes non-linear
as it reaches the MSB region. However, in the vicinity of
MSBs switching becomes very low and can be ignored for all
practical purposes. Further, the slope of the linear region is
constant irrespective of the value of correlation. A non-linear
curve approximation gives BP0 = ��2:1 � (1��)�0:1293+1:1
and BP1 = � � 2:1 � (1 � �)�0:1293+ 4:1.
Figure 2 compares these relations with results obtained

using simulation. We observe that our model compares very
well with simulation results. We now turn our attention to
the switching activity in the sign bit. Since sign-bit switching
is same for both SM and 2's complement representations, we
can use the estimate in [5] to get aN�1 = 2p0(1 � p0)(1� �)
where p0 is the probability that the sign-bit is equal to one
(negative valued sample). The switching activity of bit i can
be expressed as

aiD =

8>><
>>:

0:5 (i < BP0)
0:5� 0:5

3 � (i � BP0) (BP0 � i � BP1)
0 (i > BP1)
2p0(1� p0)(1� �) (i = N � 1)

(1)
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Fig. 3. Percent error in switching activity in an arraymultiplier. Linear
model on left, quadratic model on right.

B. 16-bit Array-Multiplier

To investigate which statistical parameters a�ect switching
activity in an array multiplier we use the classical factorial

design [6]. In brief, this technique identi�es parameters that
a�ect a quantity in question. One can identify main factors
(sole e�ect of the parameters) and interaction factors (e�ect
caused by interaction of parameters).
With the assumption that cross-correlation does not e�ect

switching activity, the statistical parameters that may be sig-
ni�cant are

p
E(A2[n])=d,

p
E(B2[n])=d, �A, and �B . Using

the factorial design, we conclude that correlation below 0.5
does not contribute signi�cantly to the switching activity in
the array-multiplier. A full derivation and a detailed de-
scription of the technique can be found in [7]. In conclusion,
correlation greater than 0.5 has negligible e�ect on switching
activity, and hence, the model of a signed magnitude array
multiplier only needs to consider the relative input powers
(�A and �B) at the two inputs. A plot of the switching ac-
tivity in a 16-bit multiplier shows that it is approximately
linear function of �A and �B. Least squares (LS) linear ap-
proximation yields

aFA = �109 + 14:8�A+ 9:9�B (2)

The error of the linear approximation is shown in �gure
3a. It is noticed that linear approximation does not accu-
rately model the surface, hence, considering the quadratic
dependence of the error on the parameters �A and �B gives

aFA = �56:15+7:80�A+6:87�B�0:035�2A�0:23�2B+0:76�A�B
(3)

Figure 3b shows that quadratic approximation gives a good
model and yields random error within one percent of the
simulations. However, linear approximation shows an inter-
esting phenomenon; the average power of the inputs does
not a�ect switching equally. To achieve lower switching ac-
tivity, signal with higher average power should be selected as
the multiplier whereas, the signal with lower average power
should be selected as the multiplicand. In section V, we will
show that savings of switching activity of up to 20% can be
achieved by an appropriate choice of inputs in a multiplier.

C. 16-bit Adder

The adder for SM representation can be implemented ei-
ther by conversion to 2's complement representation, or, by
using an adder and a subtracter. For simplicity, we consider
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Fig. 4. Percent error in switching activity in an adder. Linear model
on left, quadratic model on right.

the second structure and assume that only one of the two
units will be active during an operation.
Again, using the factorial design [6], we conclude that al-

most every e�ect, including interaction e�ects, is signi�cant.
It is, therefore, necessary to include the signal correlation of
the inputs to obtain a good model for the switching activity
in an adder. Recall the observation made in section III-A
that switching activity due to a correlated signal resembles
the switching activity of a uncorrelated signal with lower
input power. Hence, the method used for modeling a multi-
plier can also be used for an adder. Consequently, we �rst
model switching activity in an adder for uncorrelated signals,
and then compensate for signal correlation by appropriately
decreasing the input signal power.
A plot of switching activity in an adder shows that the

switching activity in an adder is very nearly linearly depen-
dent on �A and �B. The LS linear approximation yields
aFA = 1:59 + 0:49�A + 0:49�B. Figure 4a shows the error
due to this approximation. As observed in the case of multi-
plier, there are non-linear dependencies. A close observation
of �gure 4a shows that the error is symmetric around the di-
agonal which represents equal input powers. The error seems
to depend on the distance between �A and �B. An LS ap-
proximation with linear terms of �A and �B and j�A � �Bj
and quadratic term of j�A � �Bj yields

aFA = 1:14+0:49�A+0:49�B+0:25j�A��Bj�0:017(j�A��Bj)2
(4)

The error is shown in �gure 4b. Though slightly more com-
plex, this model reduces error signi�cantly, thereby providing
much better model for the switching activity.
Note that the above models are valid only for uncorre-

lated signals. To compensate for correlation, signal power is
decreased appropriately. In section III-A, we showed that
a good model for compensated input power is �comp

X =
�X � 2:1(1 � �X )

�0:1293 + 2:1. Using the above expres-
sion to compute �comp

A and �comp
B , we obtain the linear and

quadratic models as alinearFA = 1:59 + 0:49�comp
A + 0:49�comp

B

and aFA = 1:14 + 0:49�comp
A + 0:49�comp

B +0:25j�comp
A �

�comp

B j � 0:017(j�comp

A � �comp

B j)2, respectively.
IV. Numerical Results

We consider an adaptive �lter with �lter coe�cients ck[t]
used for equalizing a channel with impulse response h[k] =p
2=9 � [1+ cos2�(k� 2)=3]; k = 1; 2; 3. h[k] = 0 for all other

values of k. We will assume that adaptation is done using
the least mean square (LMS) algorithm. A random sequence
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7 Taps, l=3 15 Taps, l=7

�2 0.01 0.1 0.01 0.1

Switching Estimates For The Delay

Simulation 1:76 � 104 1:77� 104 4:11 � 104 4:14 � 104

Model 1:73 � 104 1:74� 104 4:04 � 104 4:06 � 104

Error -1.50% -1.81% -1.79% -1.84%

Switching Estimates For The Multiplier

Simulation 8:05 � 105 8:68� 105 1:63 � 106 1:82 � 106

Linear model 8:24 � 105 8:87� 105 1:68 � 106 1:86 � 106

Error 2.31% 2.20% 2.85% 2.34%

Non-lin. model 7:98 � 105 8:68� 105 1:61 � 106 1:82 � 106

Error -0.93% 0.02% -1.16% 0.24%

Switching Estimates For The Adder

Simulation 4:92 � 104 5:02� 104 9:64 � 104 1:04 � 105

Linear model 4:95 � 104 4:93� 104 9:40 � 104 1:01 � 105

Error 0.61% -1.71% -2.43% -2.89%

Non-lin. model 5:08 � 104 5:07� 104 9:60 � 104 1:03 � 105

Error 3.28% 0.91% -0.42% -0.81%

TABLE I

Performance of proposed models for basic building blocks.

of length 400 consisting of symbols taken from a 2-PAM con-
stellation (I[t] = f�1g) is applied to the channel input and
additive white Gaussian noise (AWGN) with variance �2 is
added to the channel output. The signals are represented
using 16-bits SM representation and the dynamic range is
set to �4 (d = 4). The output, v[t], of the 2l + 1 tap linear

equalizer is given as v[t] =
Pl

k=�l ck[t] � r[t � k]. The LMS
update equation for updating the �lter coe�cients is given
as ck[t+ 1] = ck[t] + � � (I[t]� v[t]) � r[t] = ck[t] + � � e[t] � r[t]
where � is positive number chosen small enough to ensure
convergence (We assume � = 0:05.). e[t] is the error after
equalization. For simplicity, I[t] is used during the simula-
tions to avoid error propagation.
To estimate the switching activity, we �rst need to com-

pute E(r2[t]), �r[t], E(e
2[t]), �e[t], E(c

2
k[t]) and �ck [t], for

t = 1; � � � ; 400 and k = �l; � � � ; l. The �rst �ve of these
can easily be obtained using any communications CAD tool
which evaluates the bit error rate (BER) performance of such
a system. The correlation between successive values of �lter
coe�cients can be assumed to be 0:99 during the adapta-
tion face and 0:9999 when the �lter converges. We then use
the models developed in section III to estimate the switch-
ing activity of the equalizer. Table I compares our models
with the results obtained using extensive bit-level simula-
tion. Clearly, higher level models yield good estimates of
output switching activity. Higher level modeling yields a
simple and fast approach which can be easily incorporated
in current CAD tools for communication and DSP applica-
tions. This is because the statistical parameters of signals
can be easily calculated at di�erent points in a system when
calculating BER performance. Switching activity estimates
can then be obtained using our models. Thus, the relative
power performance of competing designs can be compared
when low-power is an important concern.

V. Reordering of Multiplier Inputs

Recall equation 2 which shows that the switching activity
in an array-multiplier depends on our choice of multiplier
and multiplicand inputs. This observation is further veri�ed
in table II which shows the relative power savings obtained
for the two choices of inputs. These results were obtained by
laying out a 16 bit array multiplier in a 0:6� process operat-
ing with 3.3V supply at 25�C. Analog simulations were used

d �A = 0, �B = 0 �A = 0:95, �B = 0:95
3 15.76% 17.72%

4 12.08% 14.15%

TABLE II

Relative power savings for the two choices of inputs in the

multiplier. E(A2[n]) = 1 and E(B2[n]) = 0:001.
7 Taps, l=3 15 Taps, l=7

�2 0.01 0.1 0.01 0.1

Good choice 8:51� 105 9:27� 105 1:71 � 106 1:90 � 106

Bad choice 9:93� 105 1:06� 106 2:03 � 106 2:20 � 106

Gain 14.3% 12.5% 16.1% 13.3%

TABLE III

Difference in full-adder switching activity in an adaptive

linear equalizer for the choices of inputs to the multiplier.

to compute the total power dissipation using a run of 256 in-
put vectors. If the input signal statistics are known a priori
(e.g. computed using a communications/DSP CAD tool), it
is evident that proper selection of multiplier and multiplicand
can have signi�cant e�ect in reducing the power, especially
in architectures which implement multiplication dominant
algorithms. This observation is further elaborated in table
III which shows the di�erence in full-adder switching activity
for the example in section IV for the two choices of the mul-
tiplier and multiplicand input signals. Clearly, gains of up
to 20% are possible just by making a good choice of inputs.

VI. Conclusion

We present a hierarchical scheme to compare relative
power performance of two competing i DSP systems for high-
level synthesis. Using one-bit delay and a full-adder as the
basic building blocks, we construct models for primitives
such as N-bit delay, adder and multiplier. This method
is simple, fast and e�cient and can be easily integrated
in to current communication/signal processing CAD tools
and speci�cally targets e�cient higher level synthesis. We
demonstrate this by showing that the switching in a SM
multiplier can be reduced by 20% if input with the smaller
variance is chosen as the multiplicand. This gain is obtained
without any overhead if signal statistics are known a priori.
Further, we verify this observation by analog simulation of
a layout of 16x16 array multiplier implemented in a 0.6�
process at 25�C with supply voltage of 3.3V.
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