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ABSTRACT
Speech enhancement algorithms which are based on esti-
mating the short-time spectral amplitude of the clean speech
have better performance when a soft-decision gain modifi-
cation, depending on the a priori probability of speech ab-
sence, is used. In reported works a fixed probability, q, is
assumed. Since speech isnon-stationary and may not be
present in every frequency bin when voiced, we propose a
method for estimating distinct values of q for different bins
which are tracked in time. The estimation is based on a
decision-theoretic approach for setting a threshold ineach
bin followed by short-time averaging. The estimated q's
are used to control both the gain and the update of the es-
timated noise spectrum during speech presence in a mod-
ified MMSE log-spectral amplitude estimator. Subjective
tests resulted in higher scores than for the IS-127 standard
enhancement algorithm, when pre-processing noisy speech
for a coding application.

1. INTRODUCTION

In view of the steady increase in mobile voice communica-
tion system usage and applications, there is a renewed in-
terest in single microphone input speech enhancement algo-
rithms. Of particular interest is the use of such algorithms
as pre-processors for low bit-rate speech coders, since such
coders are very sensitive to background noise.

Although many speech enhancement algorithms have
been developed in the last two decades, e.g., [5] [6] [2] [3]
[8] [7], improvements are still sought. In particular, effec-
tive suppression of non-stationary noise, like moving vehi-
cle noise, is of special importance.

Most of the common enhancement techniques, such as
those cited above, operate in the frequency domain. These
techniques apply a frequency-dependent gain function to the
spectral components of the noisy speech, in an attempt to
attenuate the noisier components to a greater degree.

The noise suppression properties of the above enhance-
ment algorithms have been shown to improve when asoft-
decisionbased modification of the gain function, which de-
pends on the probability of speech absence, is used [6] [2]
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[3] [8]. To implement such a gain modification function,
one needs to give a value to thea priori probabilityof speech
absence in each spectral component of the noisy signal.

In all the works known to the authors, a fixed probabil-
ity, q, is assumed for all frequency components and all the
analyzed input frames. Note, however, that even if a voice
activity detector (VAD) is used, so it is known in advance
that an input frame contains speech, it is not necessarily
best to useq = 0 (i.e., no gain modification). This is be-
cause voiced speech can be considered quasi-harmonic and
hence speech energy may not be present in every spectral
component of the analyzed input signal.

If the same value ofq is used for all frequency compo-
nents, this value should reflect the average number of spec-
tral components that do not contain speech (using a discrete
frequency representation). Since speech isnon-stationary,
this number varies in time. Furthermore, instead of assign-
ing the same value ofq to all frequency bins, we should
allow for a different value in each bin and track it in time.

In this work, we first propose a method for estimating a
fixedq for each analyzed frame. We then obtain distinct val-
ues ofq for each frequency bin in each frame. We propose to
use theseq' s also to control the update of the estimated noise
spectrum when speech is present. The above propositions
were examined in the context of the MMSE Log-Spectral
Amplitude (LSA) estimator [3] speech enhancement algo-
rithm. Subjective tests were performed to examine the per-
formance of the proposed algorithm in pre-processing noisy
speech for coding applications.

2. SOFT-DECISION GAIN MODIFICATION

Assuming an additive noise model, the noisy signaly(n) is
given byx(n) + d(n), wherex(n) is the clean speech signal
which is assumed to be independent of the noised(n). A
short-time Fourier analysis is applied to the input signal by
computing the DFT of overlapping windowed frames. In the
frequency domain we haveYk = Xk + Dk, where,Xk =
Ak exp(j'k), andYk = Rk exp(j�k), with k denoting the
frequency bin index. It is assumed that the DFT coefficients
of both the speech and the noise are independent Gaussian
random variables.

Let Ck be some function of the short-time spectral am-



plitudeAk of the clean speech in thek-th bin (e.g.,Ak,
logAk, A2

k). Taking into account speech-presence uncer-
tainty, the MMSE estimator ofCk is [6]:
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where,Hk
0 : Speech absent;Hk

1 : Speech present (k-th bin).
Since the second term is zero [6], we have:
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1 jYk) is thus the 'soft-decision' modification of the op-

timal estimator under the signal presence hypothesis.
Applying Bayes' rule, one obtains [6] [2]:
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�(k) is a likelihood ratio andqk denotes thea priori proba-
bility of speech absence in thek-th bin. ~Ck is then used to
find an estimate of the clean speech amplitudeAk.

3. MMSE-LSA AND MM-LSA ESTIMATORS

Based on the results reported in [3] we prefer using the
MMSE-LSA estimator over the MMSE-STSA (Ck = Ak)
estimator [2] as the basic enhancement algorithm. In this
caseCk = logAk and the amplitude estimator has the form:

~ALSA = exp[EflogAkjYk;H
k
1gGM(k)] (5)

4

= [GLSA(k)Rk]
GM(k);

whereGM(k) is the gain modification defined in (3). Be-
cause the soft-decision modification in (5) is not multiplica-
tive and, in [3], it did not result in a meaningful improve-
ment over usingGLSA(k) alone, we have chosen to use the
following multiplicatively-modifiedLSA (MM-LSA) esti-
mator:

ÂL = GM(k)GLSA(k)Rk
4

= GL(k)Rk: (6)

Under the above assumptions on the speech and noise, the
gain functionGLSA(k) is derived in [3] to be:
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In [3], k is called thea posteriori SNR for bink, �k is
called thea priori SNR, andqk is the prior probability of
speech absence discussed earlier.

With the above definitions, the expression for�(k) in
(3) is given by [2]:

�(k) = �k
exp(vk)

1 + �k

����
�k=�k=(1�qk)

(8)

In order to evaluate these gain functions, one needs to first
estimate the noise power spectrum�d. This is usually done
during periods of speech absence as determined by a VAD.
The estimated noise spectrum and the squared input ampli-
tudeR2

k provide an estimate for thea posterioriSNR. In
[2] and [3], a decision-directed approach to estimate thea
priori SNR,�k(l), in each framel is used.

An important property of both the MMSE-STSA [2] and
the MMSE-LSA [3] enhancement algorithms is that they
are able to eliminate ' musical noise' [1] in the enhanced
signal, which plagues most other frequency-domain algo-
rithms. This can be attributed to the decision-directed esti-
mation method for thea priori SNR [1]. It is recommended
in [1] to use a lower limit�MIN for the estimated�k (we used
values in the range between 0.1 to 0.2). A weighting factor
�, in that estimator, controls a tradeoff between noise reduc-
tion and signal distortion [2] [1]. We typically used values
like 0.91 (condition L2 in Section 6) and 0.95, whereas for
aggressive enhancement we used� = 0.98 (condition L1).

4. ESTIMATION OF PRIOR PROBABILITIES

The key issue in this work is the estimation of the priorsqk
needed in both (7) and (8). Our first goal was to estimate a
fixedq for each frame that contains speech.

Trying to base a decision about speech absence in a par-
ticular frequency bin,k, by comparing the estimateda pri-
ori SNR, �̂k, to a threshold value, was not fruitful. Hence,
we turned our attention to thea posterioriSNR,k. Under
our above assumptions the pdf ofk, for a given value of
�k, is given by [2]:

p(k) =
1

1 + �k
exp

�
�

k
1 + �k

�
; k � 0: (9)

To decide whether speech is present in thek-th bin we con-
sider the following composite hypothesis testing problem:

H0 : �k � �min (speech present ink-th bin)

HA : �k < �min (speech absent ink-th bin)

We have chosen thenull hypothesisH0 as stated above since
its rejection when true is more grave than the alternative
error of accepting when false.

Since�k parameterizes the pdf ofk, as shown in (9),
k can be used as a statistic for this decision problem. In
particular, since the likelihood ratiop(k j �k = �ak <
�min)=p(k j �k = �min) is a monotone function, it can



be shown [4] that a good decision rule for this problem
is equivalent to the Neyman-Pearson decision rule for the
following hypothesis test between simple hypotheses:H00:
�k = �min andH0A : �k = �ak < �min. This gives the test:

k
H0
><
HA

TH; (10)

where,TH is set to satisfy a desired significance level (or
size [4])�0 of the test (i.e., the probability of rejectingH0

when true is�0). From (9), this leads to:

TH = (1 + �min) log

�
1

1� �0

�
: (11)

It is of interest to note that according to [4] this is auni-
formly most powerful testfor the above posed problem.

Let M be the number of positive frequency bins under
consideration, and letNq(l) be the number of bins in frame
l, out ofM bins, for which the test in (10) results in rejection

of hypothesisH0. Lettingrq(l)
4

= Nq(l)=M , the proposed
estimate forq(l) is formed fromrq(l) by:

q̂(l) = �q q̂(l � 1) + (1 � �q)rq(l): (12)

The smoothing in (12) is performed only for frames which
contain speech (using a VAD). The setting of the parameters
in the above scheme was done on the basis of informal lis-
tening tests. An improvement in performance was noticed
with TH = 0:8 in (10) and�q = 0:95 in (12).

A better gain-modification could be expected if we al-
low different q' s in different bins. LetIk(l) be an index
function that denotes the result of the test in (10), in the
k-th bin of framel (i.e., Ik(l) = 1 if H0 is rejected, and
Ik(l) = 0 if it is accepted). We suggest the following esti-
mator forqk:

~qk(l) = �q~qk(l � 1) + (1 � �q)Ik(l): (13)

The same settings forTH and�q above are appropriate here
also. Then, averaging~qk(l) overk results in thêq(l) of (12).

Note that the availability of a separate estimate ofq in
each bin can be used for controlling the update of the esti-
mated noise spectrum when speech is present.

Before we turn to noise spectrum adaptation, we would
like to mention a puzzling result. We found, and as yet do
not have a good explanation for it, that estimated values ob-
tained forqk by substituting a fixedq = 0:5 in the expres-
sion forP (Hk

0 jYk) = 1 � P (Hk
1 jYk) (see (3)) were close

in value and similar in behavior to~qk(l) above (note that the
resulting estimate isnot 1 � GM(k)). Because of its sim-
ple functional form, we used this estimate in the subjective
experiments described in section 6.

5. NOISE SPECTRUM ADAPTATION

A critical component in any frequency domain enhance-
ment algorithm is the estimation of the noise power spec-

trum�d(k). A common technique is to use a VAD and up-
date the estimated noise spectrum during periods of speech
absence in the input signal. Recursive smoothing ofR2

k is
typically used. As in [8], we found that the mean value,�,
of k (averaged over all frequency bins in a given frame),
is useful for indicating voice activity in that frame. For sta-
tionary noise and under the assumption of independent DFT
coefficients,� is approximately normal with mean 1 and
variance1=M (for sufficiently large M). Thus, by compar-
ing � to a suitable threshold, one can obtain quite a reliable
VAD. Typical values we used for this threshold lie in the
range between 1.3 and 2. This also allows for some increase
in noise level during a speech utterance without causing a
wrong VAD decision when the utterance terminates.

Since spectral changes may also occur during periods of
speech absence, we found it useful to control the estimated
noise spectrum update-rate by using a dynamic smoothing
factor in its recursive adaptation, as follows:

�̂d(k; l) = �d(l)�̂d(k; l � 1) + (1� �d(l))R
2
k; (14)

where,�d(l)
4

= 1 � Fdj�(l � 1) � 1j. Fd is a constant
(e.g., 0.2), and�d is constrained to be positive and within
a limited range, such as 0.8 to 0.98. The idea here is that
when the noise spectrum is changing faster than the current
adaptation rate, this will be reflected in a larger deviation of
� from its expected value of 1, decreasing the value of�d.

When the change in the noise spectrum is relatively fast
during speech presence, the performance of the enhance-
ment algorithm can be adversely affected. Using the short-
term estimates of theqk' s we have the ability to control the
update of the estimated noise spectrum. We do this by mod-
ifying the update factor�d in (14) as follows:

�d(k; l)
4
= 1� Fdj�K(l � 1)� 1j~qk(l); k 2 K; (15)

where,K denotes the set of frequency bins for which the
update is performed, so that�K is the mean ofk over all
k 2 K. We considered two ways of selecting the setK.
One is to select all those bins for which~qk is larger than
a threshold value. The other way, which we adopted, is to
consider only those bins that have a relatively low value of
k (e.g.,� 4.) This may result in more bins inK, but since
�d in (15) is controlled by~qk, it could be an advantage.

The adaptation of̂�d described above not only directly
improves the performance of the enhancement algorithm in
non-stationary noise environments, but also improves the
performance of the VAD itself, as it also depends on the es-
timated power spectrum of the noise. This further improves
the performance of the enhancement algorithm. It should
be noted that over-estimation of�d by a factor between 1.2
to 1.4 was found helpful and is recommended (the different
threshold values should be adjustedaccordingly).

In addition, by setting a lower limit to the gain values in
each frame one obtains a uniform noise level in noise-only
frames with almost no noise structuring. Noise structuring



during noise-only frames can be completely eliminated if a
fixed attenuation factor is applied to the whole frame. The
fixed gain used in such frames should then be determined
so that the noise level remains approximately the same as in
frames containing speech. This can be achieved by setting
the gain at a fixed fraction of the mean value (in frequency)
of the gains applied in the last frame containing speech. Al-
ternatively, the mean of the gains applied in the bins in set
K can be used. As the number of consecutive noise-only
frames increases it is useful to allow this gain to decay (but
not to zero, to avoid a switching effect when speech begins).

6. EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the performance of the proposed MM-LSA tech-
nique, two formal subjective experiments were conducted.
In the first experiment, summarized in Table 1, the MM-
LSA was used as a pre-processor for two different speech
coders, denoted WI and LD. The 4 kb/s waveform interpola-
tion coder (WI) is a parametric coder and the 16 kb/s G.728
LD-CELP (LD) is a high-quality waveform coder. Two dif-
ferent tunings of the MM-LSA algorithm were used. Be-
cause the WI coder is very sensitive to background noise, a
more aggressive noise attenuation was applied (L1), result-
ing in less noise, but a greater amount of speech distortion.
A less aggressive tuning (L2) was made for LD-CELP be-
cause of its higher quality. L2 tuning without coding was
also tested.

The following observations can be made: (i) L2 tun-
ing of the MM-LSA technique resulted in an improvement
to the original speech for every condition (including clean
speech) and was statistically significant for all 5 noisy back-
ground conditions. (ii) L2 tuning improved G.728 perfor-
mance for every condition and was significant in 4 of 6 con-
ditions. (iii) L1 tuning improved the performance of 4 kb/s
WI in 3 of 6 conditions, all of which were significant. In
our opinion now, the L1 tuning was too aggressive.

In the second test, summarized in Table 2, the perfor-
mance of the MM-LSA technique was measured for use
with the 7.4 kb/s IS-641 speech coder used in North Amer-
ican TDMA digital PCS. It was compared against no en-
hancement and using the technique created for the IS-127
standard used for North American CDMA digital PCS.

In this test, the L2 setting of the MM-LSA technique
improved IS-641 performance for all 6 conditions and the
difference was significant for the 3 car noise conditions. The
MM-LSA technique outperformed the IS-127 technique in
5 of the 6 conditions with the differences being significant
for the worst cases (10 dB SNR).

In these two tests, the MM-LSA technique showed that
when properly tuned it could result in significant improve-
ments in speech coder performance for many of the worst
background noise conditions. At the same time, it did not
damage the perceived quality of clean speech. Further test-

ing (not presented here due to lack of space) also leads to
these conclusions.

Babble Car Noise Heli.Cond. Clean
15 dB 20 dB 10 dB 20 dB 5 dB

None 4.16 3.43 3.70 2.91 3.69 2.62
L2 4.26 3.62 3.86 3.09 3.84 3.08
WI 3.24 2.65 2.95 2.02 2.90 1.69
L1+WI 3.14 2.58 2.91 2.22 3.08 2.27
LD 4.01 3.39 3.65 2.92 3.67 2.73
L2+LD 4.19 3.54 3.74 3.06 3.78 3.09

Table 1: MOS scores for the MM-LSA enhancement tech-
nique for different conditions (see notation in text) and
background noises. Significant difference = 0.14.

Babble Car NoiseEnh. Clean
10 dB 20 dB 10 dB 15 dB 20 dB

None 4.09 3.08 3.74 2.72 3.17 3.48
L2 4.12 3.21 3.79 3.19 3.58 3.79
127 4.11 2.93 3.75 2.93 3.45 3.80

Table 2: MOS scores for the MM-LSA (L2 tuning) and the
IS-127 (' 127' ) enhancement techniques, followed by cod-
ing with the 7.4 kb/s IS-641 coder, for different noise types
and intensities. The score for clean coded speech is included
(' None' ). Significant difference = 0.16.

7. REFERENCES
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