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ABSTRACT

In this paper we explore the ability of multiple descrip-
tion (MD) source coders to achieve good performance on
channels other than ideal MD channels. We examine both
the overall system design and compare the performance of a
system with MD source coder to that of a more traditional
system using a layered source coder.

For the memoryless channels we consider, MD source
coding cannot achieve acceptable performance for a memo-
ryless Gaussian source without appropriate channel coding.
Also, in memoryless channels, a system with MD source
coding outperforms a layered source coding system only in
very poor channels. The introduction of memory in the
channel degrades the performance of both systems equally.
Using interleaving to reduce the impact of memory in the
channel has more inuence on performance than the choice
of source coder.

1. INTRODUCTION

There has been extensive work in the information theory
community, including [1], on �nding achievable regions for
multiple descriptions, and a recent revival in the signal pro-
cessing community on building compression systems that
can approach these bounds [2], [3], [4], [5], [6], [7], [8]. Also,
new tools (the redundancy-rate distortion (RRD) curve)
have been presented [5] that allow more exible analysis
and design of MD systems. However, these systems have
all been analyzed under the assumption of ideal multiple
description (MD) channels, in which 2 identical channels
may undergo erasures independently.

In this paper we explore the ability of source coders
developed for these ideal MD channels to achieve good per-
formance on more realistic channels. Our goals are �rst, to
examine the overall system design to support an MD source
coder on a real channel, and second, to compare the perfor-
mance of such a system using an MD source coder to that
of a more traditional system using a layered source coder.

We begin in Section 2 by examining the ideal environ-
ment for which MD coding was developed: two independent
channels which may cause complete channel erasures, inde-
pendently of each other. We explore the degree to which
MD coding outperforms more traditional methods like lay-
ered coding. This ideal MD environment occurs occasion-
ally in real-life, for example in a military environment in
which there are multiple paths, all hostile.

However, most actual physical channels do not conform
to the requirements of ideal MD channels, in two possible
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ways. First, the data destined for the two idealized MD
channels may not be sent on two physically independent
channels, either because the two channels do not fail inde-
pendently, or because there is only a single physical chan-
nel. In this paper, we consider only the latter: the case
of a single physical channel. Second, erasures may not be
pure erasures but instead be caused by the inability of for-
ward error correction (FEC) to correct the bit errors in a
block. Thus, a decoder might be designed to extract useful
information from partially corrupted data [9].

In what follows, we explore the encoder system design
required to support an MD source coder on both a mem-
oryless channel (Section 3) and a channel with memory
(Section 4). As a baseline for comparison, we use a sim-
ilar system using a layered source coder with unequal error
protection, designed to be optimal for the average channel
conditions. Neither of these systems are able to take into
account any knowledge at the encoder of the instantaneous
channel conditions, nor do they consider decoding partially
corrupt data.

2. IDEAL MD CHANNELS

Figure 1 shows the channel environment for which Multi-
ple Descriptions was designed. There are two independent
identical channels and the challenge is to decompose the
source into two related descriptions such that if either de-
scription is lost a reasonable reconstruction is still possible.
The source coder knows of the existence of the two chan-
nels with independent losses but does not know which of the
channels are currently operational. The decoder, however,
knows this information.

The RRD function [7] for a single memoryless Gaus-
sian variable with variance �2 can be found from Ozarow's
bound [1] to be
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� is the redundancy, or additional rate, beyond that neces-
sary to achieve a two-channel distortion of D�

0 , required to
reduce the one-channel distortion, D1. Note that D1 has
slope �1 at � = 0, decays faster than exponentially for
small �, but decays exponentially for large redundancies.

We compare the performance of a generic MD coder
in Figure 1 to that of a more traditional non-MD encoder
adapted for use on ideal MD channels, shown in Figure 2.
In this system, we transmit on both MD channels a coarse,
high priority (HP), encoding with distortion

DH = �22�2RH ; (2)



and split a �ner, low priority (LP) encoding with overall
distortion

DHL = �22�2(RH+RL) (3)

between the two channels. This is possible because the
rate-distortion function of a memoryless Gaussian source
is successively re�nable. This system applies redundancy
explicitly to the most signi�cant bits, and is a simple al-
ternative to using an MD coder. The total rate sent on
both channels is 2RH +RL with redundancy � = RH . The
one-channel distortion is D1 = (DH +DHL)=2, or,
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which decays exponentially in redundancy.
The super-exponential decay in (1) provides a clear ad-

vantage to be gained by MD coding at small � on ideal
MD channels. However, for large �, MD coding can at best
perform a factor of two, or one bit better than a simple
alternative.

3. ONE MEMORYLESS CHANNEL

First, we examine the scenario where there is one memory-
less channel and the MD coder must be adapted to send its
information across the single channel, as shown in Figure 3.
For comparison, we consider a layered coding system (see
Figure 4) using unequal error protection that is designed to
be optimal for the given channel.

We examine two models for a memoryless channel in this
section: a binary symmetric channel (BSC) with probability
of bit error Pe and a random erasure channel (REC) with
probability of erasure Pl.

3.1. Channel coding

For either channel model, the MD system and the layered
coding system must both packetize their bits. We require
that for both systems, the number of data samples N in-
cluded in each packet of length P bits be �xed, and that
each sample use R�0 bits for both source and channel coding.

For the BSC, a packet of length P consists of N data
samples followed by an NCRC -bit CRC, all protected by
FEC. The CRC allows packets to be discarded if they con-
tain any residual errors after the FEC. Thus,

P = NR�0 = (NR+NCRC )=r
c;

where R bits are used for source coding each sample. We
use a family of RCPC codes for the FEC, with possible code
rates rc 2 f1; 8=9; 8=10; 8=12; : : : ; 8=24g [10]. The probabil-
ity of block loss after channel coding, P cc

l , is controlled
by the BSC error probability Pe, the packet length P , the
CRC, and the RCPC code rate selected.

For the REC, a packet of length P again consists of
N data samples. However, now channel coding consists of
applying an (n; k) Hamming code across k = n � p pack-
ets, so that in a block of n packets, p missing packets can
be reconstructed. The resulting probability of packet loss
after channel coding, P cc

l , is a function of the channel era-
sure probability Pl and the Hamming parameter p, where
1 � P cc

l =
Pp

i=0

�
N

i

�
(1 � Pl)

n�iP i
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of channel coding, the rate available for source coding de-
creases, with R�0 = Rn=k:

3.2. MD coding system

Figure 3 shows the system for MD coding. The two out-
puts of the MD source coder feed the two identical channel
coders, which operate as described above. The minimum
channel coding for the BSC is a CRC, so that packets with
errors can be discarded. The multiplexer in Figure 3 al-
ternates the packets or blocks intended for each ideal MD
channel onto the memoryless channel.

The overall bit-rate per variable must be held constant,
at R�0. Any channel coding takes rate away from that avail-
able for source coding. For MD source coding, we have
R = R�+� bits per sample, with channel coding rate rcMD.
The average distortion per variable can be written as

D(rcMD; �) = (1� P cc
l )2D0 + 2P cc

l (1� P cc
l )D1 + (P cc

l )2�2;
(5)

and we can choose the redundancy � and the channel coding
rate rcMD to optimize D for a given channel.

3.3. Layered coding system

Figure 4 shows the layered coding system for a single phys-
ical channel. Both the HP and LP layers are channel coded
using their own channel coder. A CRC is again the minimal
channel coding for the BSC, to discard packets with errors.
(Thus, we require that the layered decoder be restricted
from extracting any information from packets with errors.)

For the layered coder, the overall bit-rate per variable,
R�0 , is constant,

R�0 = (RH +NCRC=N)=rcH + (RL +NCRC=N)=rcL;

where rcH and rcL are the rates of the HP and LP channel
coders, respectively. These are chosen to optimize the av-
erage distortion for a given probability of lost packets after
channel coding, which is given by

D = (1� pLl )(1� pHl )DHL + pLl (1� pHl )DH + pHl �
2:

Here, pLl and pHl are the probabilities of block loss after
channel coding for the LP and HP channels, respectively.

3.4. Comparison

We compare the performance of the two systems above nu-
merically, assuming ideal source coders that achieve the
bounds on performance for a Gaussian source. The RCPC
channel coders are simulated with the BSC channel, assum-
ing a packet length of P = 47 bytes, and the two-byte CRC
with generator polynomial G(x) = x16+x15+x2+1. Figure
5 shows the average distortion as a function of the BSC Pe,
while Figure 6 shows the same as a function of the REC Pl,
each with R�0 = 8 bits per sample. In each case, we show the
optimal system performance after jointly selecting the best
channel coder and source coder rates. Also shown for refer-
ence is the performance of a one-layer coder (RL = 0) with
optimal bit allocation between source and channel coders.
We use exhaustive search over a �nely discretized set of
rates for the optimal bit allocation in all cases.

In a BSC, Figure 5, we see that MD coding with sim-
ple error detection provides unsatisfactory system perfor-
mance, compared even to a one-layer source coder with op-
timal channel coding. The three systems with error control



coding (the one-layer coder, the two-layer coder, and the
MD coder) all perform essentially the same, although the
MD coder performs marginally better for very high bit error
rates.

Similarly, in a REC, Figure 6, MD coding without chan-
nel coding performs worse than even a one-layer coder with
optimal selection of a packet-level Hamming code. The
MDC system with optimized channel coding performs bet-
ter than the optimized layered system for high channel era-
sure probabilities, greater than 10�1:4. (Note that the �g-
ure shows erasure rates as high as 100%.) At these very
high erasure probabilities, the channel coder is allocated
such a large rate that almost no rate is allocated to the LP
layer of the two-layer coding system. Finally, because we
search only over Hamming codes with 2 � p � 6, layered
coding outperforms both one-layer and MD coders for low
erasure probabilities. Allowing stronger Hamming codes
would eliminate this di�erence.

Thus, we draw the following conclusions for a memo-
ryless channel. First, MD source coding is most e�ective
for very high erasure and bit error probabilities. How-
ever, error control coding is more important than sophis-
ticated source coding techniques, as its performance gains
are greater. Therefore, a system using an MD source coder
should also use channel coding to obtain acceptable per-
formance on memoryless channels. A well-designed system
optimizes the allocation of rate between both source and
channel coding.

4. ONE CHANNEL WITH MEMORY

In this section, we examine the inuence of memory on
the performance of each system design. Due to space con-
straints, we describe results only for a �nite state erasure
channel. (Similar results are achieved for a Gilbert-Elliot
channel.) We explore here only those system design issues
concerned with the memory in the channel. In particular,
we do not consider channel coding for the MD source coder,
and only consider simple duplication or triplication of HP
packets for the two-layer coder (with no channel coding of
LP packets), although we know from above that channel
coding is essential.

We consider a two-state model with a good state, G,
and a bad state, B, having steady-state probabilities �G
and �B respectively. When in state G, no erasures occur,
while in state B the probability of loss is P (lossjB). The
probability of transitioning from B to G is 0 < g � �G and
the probability of transitioning from G to B is 0 < b � �B .
When b = �B and g = �G, the �nite state erasure channel
is memoryless.

The MD system and the comparison layered coding sys-
tem are identical to those for the memoryless channel, with
the exception of the multiplexer. Rather than alternat-
ing packets from each channel the multiplexer in Figure
3 generates packets each of length P bits and alternately
sendsM consecutive packets from each description onto the
channel. Thus, the correlation between the errors seen by
each description can be reduced as M is increased, at the
expense of increased delay. In particular, the probability
that both outputs of the MD system experience erasure is
�B(�B + �G(1 � b � g)M)P (lossjB)2. Similarly, the mul-
tiplexer in Figure 4 sends M HP packets on the channel

before sending the M duplicate (or triplicate) HP packets,
to reduce the correlation between losses of repeated infor-
mation.

Figure 7 shows the performance of the MD system and
the layered coding system for the values ofM 2 f1; 2; 5; 10g.
The system with layered coding is shown with both dupli-
cation and triplication of the HP layer. The right vertical
axis corresponds to the memoryless channel. Thus, one
could translate the results for Pl = 10�1:3 from Figure 6
onto this axis to examine the performance gain of using
better channel coders.

As the memory in the channel increases (and g de-
creases), the performance of each system degrades because
the correlation among packet losses. Using interleaving
(increasing M) to separate packets containing information
about a sample improves the performance of each system by
making erasures less correlated. In fact, for a given chan-
nel, the choice of the appropriate value of M to make the
channel appear nearly memoryless is more important than
choosing between the system with the MD source coder and
the layered coder.

It is interesting to note that the optimal design of the
source coders in Figure 7 are nearly independent of the
channel transition probability g. However, since the layered
coder with triplication outperforms duplication for small g
but is worse for large g (for the given �G), the design of
the optimal channel coder may depend heavily on the tran-
sition probability g. Di�erent values of �G have somewhat
di�erent behavior in this regard.

5. DISCUSSION

In this paper, we considered only the case of one physical
channel. If there are two physical channels that do not have
independent errors or erasures, we expect MDC to outper-
form a layered coder only if there is a distinction between
the two physical transport channels, in that what happens
on one channel should be di�erent than what happens on
the other channel.

We also did not consider the ability of a decoder to
extract useful information from partially corrupt data. Be-
cause MD source coding assumes a complete erasure and is
not able to distinguish between the case where a single bit
is in error and that where many bits are in error, it would
not perform as well as a decoder that can process partially
corrupt information.

Finally, we only considered a memoryless Gaussian source.
We expect source coding will play a more important role
relative to channel coding for sources with memory.
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Figure 1: MD source coder for ideal MD channels.



Layered
Source
Coder

HP

LP

Duplicate HP
and

Alternate LP

Idealized
MD

Channels
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Figure 5: Performance on a BSC.
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Figure 6: Performance on a random erasure channel.
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Figure 7: Performance on a 2-state erasure channel, �G =
:9, P (lossjB) = 1=2, P(erasure)=10�1:3 .


