A 4 KB/S TOLL QUALITY HARMONIC EXCITATION
LINEAR PREDICTIVE SPEECH CODER

Suat Yeldener

COMSAT Laboratories, 22300 Comsat Drive, Clarksburg, Maryland, USA
E-mail: yeldener@ctd.comsat.com

ABSTRACT unvoiced or noisy type speech signals fails to produce good
speech quality. The MELP vocoder on the other hand was
mainly designed to produce high quality speech at around
2.4 kb/s. As aresult of this, a 2.4 kb/s MELP vocoder was
chosen as the new DoD standard [5].

The Harmonic Excitation Linear Predictive Speech Coder
(HE-LPC) is a technique derived from MBE [1] and MB-
LPC [2] type of speech coding algorithms. The HE-LPC

coder has the potential of producing high quality speech at An alternative speech coding algorithm, termed Harmonic

4.8 kb/s and below. This coder employs a new pitch esti- L . -
mation and voicing technique. In addition, new DCT based Ezcgi?gr?ti:lln;a;;thrjichi(:gl:]Vgosoejegﬁgli(t:yogsge(;E;t_sgi; IT\::
LPC and residual amplitude quantization techniques havebit rates (4.8 kb/s and below). This coding scheme uses the

been developed. The 4 kb/s HE-LPC coder with a 14th or- . .
der LPC filter was found to produce much better speech advar!tages Of. both tlmg domain (LPC based) anc_j frequenpy
domain techniques to improve the speech quality. In this

uality than the various low rate speech coding standards, .
g y P 9 paper, we are reporting on a 4 kb/s HE-LPC coder that pro-

including 3.6 kb/s INMARSAT Mini-M AMBE vocoder. . . ; "
During formal ITU ACR test [3], the 4 kb/s HE-LPC vocoder vides toll quality speech for clean input speech conditions.

was found to produced equivalent performance to 32 kb/s

ADPCM and G.729 for both flat and modified IRS filtered 2. HE-LPC SPEECH CODER

clean input speech conditions. The HE-LPC algorithm can

also be extended to cover bit rates between 1.2 and 8 kb/s'he simplified block diagram of the HE-LPC speech coder
range depending on the application. is shown in Fig. 1.

1. INTRODUCTION

The most current speech coders operating at bit rates of
6.0 kb/s and below fall into one of two categories: the lin-
ear prediction based techniques such as Code Excited Lin-
ear Prediction (CELP) [4], Mixed Excited Linear Prediction
(MELP) [5] and LPC-10 vocoder [6], and frequency domain
techniques such as multi band excitation (MBE) vocoder
[1], Sinusoidal Transform Coding (STC) [7] and the chan-
nel vocoder [8]. Both CELP and MBE vocoders are capable
of producing good quality speech at around 4.8 kb/s. Below &on
4.8 kb/s however, these coders suffer from distortions intro- £
duced by coarse quantization of model parameters due to
the limited number of bits. LPC-10 and Channel vocoders,
on the other hand, although their model parameters are very ()

efficiently quantizeable at lower bit rates, they suffer from

their speech modeling techniques and as a result they proFigure 1: Simplified block diagram of HE-LPC speech
duce synthetic and unnatural speech. Other currently pop-coder (a) encoder (b) decoder.

ular speech coding algorithms are STC [7] and MELP [5]

vocoders. STC produces good quality speech at low bitrates  Inthe HE-LPC coder, the approach to represent the speech
for mainly voiced speech signals, but its extension to model signalss(n) is to use the speech production model in which




speech is viewed as the result of passing an excitater),
through a linear time-varying filter (LPC)(n), that models

the resonant characteristics of the speech spectral envelop&?
[9]. Theh(n) is represented by 14 LPC coefficients which

are quantized in the form of Line Spectral Frequency (LSF)
parameters. In the HE-LPC speech coder, the excitation sig-
nale(n) is specified by a fundamental frequency or pitch, its
spectral amplitudes, and a voicing probability. The voicing
probability defines a cut-off frequency that separates low Minimizatio

frequency components as voiced and high frequency com- Pitch

ponents as unvoiced [10]. The techniques for estimating the

model parameters will be addressed later in this paper. TheFigure 2: Perception Based Analysis By Synthesis Pitch Es-
computed model parameters are quantized and encoded fdimation Algorithm.

transmission.

At the receiving end, the information bits are decoded date of pitch. the LPC residual ¢ . led at th
and hence, the model parameters are recovered. At the geldt€ of piteh, the residual spectrum Is sampled at the

coder, the voiced part of the excitation spectrum is deter—harmomCS of the corresponding pitch candidate t(_) get the
mined as the sum of harmonic sine waves. The harmonicharmonlc amplitudes, and phases. These' h"".”“of"c compo-
phases of sine waves are predicted using the phase infornents are used t(.) generate asynthetlg excitation §|gnal ba;ed
mation of the previous frames. For the unvoiced part of on the f"‘ss“”_‘p“.o” that th? speech is purely voiced. This
the excitation spectrum, a white random noise spectrum,synthet'c excitation signal is then passed through the LPC

normalized to unvoiced excitation spectral harmonic ampli- synthesis filter to obtained the synthesized speech signal.

tudes, is used. The voiced and unvoiced excitation signaIsThe perceptually weighted mean squared error (PWMSE) in

are then added together to form the overall synthesized ex_between the reference and synthesized signals is then com-

citation signal. The resultant excitation is then shaped by _‘I)_l;ted' Tdh'ds pt)rogtess Is r_e%eﬁteq fotrhealch cta;\%ﬁ/la;equ ?ri]tCh'
the linear time-varying filteh(n) to form the final synthe- € candidate pitch period having [he leas IS then

sized speech. In order to enhance the output speech qualit hosen as the most optimal pitch estimate. This pitch esti-

and make it cleaner, a frequency domain post-filter is used a_mon algorithm was _found to be very robust for a variety
2]. of input speech conditions.

2 1. Pitch Estimation 2.2. Voicing Determination

One of the most prevalent features in speech signals is theT_h_ere can b? various ways of computing the voicing proba-
periodicity of voiced speech known as pitch. The pitch con- Pility that defines a cut-off frequency [10]. The basic block
tribution is very significant in terms of the natural quality of diagramof the voicing estimation is shown in Fig. 3. Firstly,
speech. Many pitch estimation algorithms have been devel-
oped over the past few decades, however, it still remains one

of the most difficult problems in speech processing. As a re-""s
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sult of this, we have developed a perception based analysis

by synthesis pitch estimation algorithm, that takes advan- Pitch

tage of the most important frequency components to syn- — ] Band

thesize speech and then estimate the pitch based on a mean Spiting

squared error approach. The block digram of the percep-

tion based analysis by synthesis algorithm is shown in Fig. Figure 3: Voicing Probability Computation

2. The pitch search range is first partitioned into various

sub-ranges, and then a computationally simple pitch costa synthetic speech spectrum is computed based on the as-
function is computed. The computed pitch cost function sumption that the speech signal is fully voiced. The Orig-
is then evaluated and a pitch candidate for each sub-rangénal and Synthetic speech spectra are then compared and
is obtained. After pitch candidates are selected, an Anal-a voicing probability is computed as follows: The original
ysis By Synthesis error minimization procedure is applied and reconstructed spectra are compared harmonic by har-
to chose the most optimal pitch estimate. In this case, themonic, and each harmonic of the speech spectrum is then
LPC residual signal is low pass filtered first. The low pass declared as either voiced (k) = 1) or unvoiced V' (k) =
filtered excitation is then passed through an LPC synthesis0, 1 < k < L) depending on the magnitude of the er-
filter to obtain the reference speech signal. For each candi+or between original and reconstructed spectra for the cor-



responding harmonic. Herd; is the total number of har- mean square error between the original and linear interpo-
monics within 4 kHz speech band. The voicing probability lated LSF coefficients, is then coded and transmitted using
for the entire speech frame is then computed as the energ bits [2]. The residual spectral amplitudes for the first sub-
ratio between voiced and all harmonics within the 4 kHz frame are quantized in a similar way to the LSF coefficients

speech band as: of the first sub-frame as described above again using 3 bits
to code the optimal interpolation index. The residual gain

ZLf V(k)A(k)? for the second sub-frame is quantized using 5 bits, and the

P, = ’“*1L 5 (1) shape of the residual spectral harmonic amplitudes are split

2= AR) into odd and even harmonic amplitude vectors. The shape of

) . . the odd and even harmonic amplitude vectors are then con-
whereV (k) and A(k) are the binary voicing decision and  yarteq into the DCT domain. The DCT coefficients for the
spectral amplitudes respectively for_th@ harmonic. The 544 harmonic amplitude vector are then vector quantized
computation of voicing probability with this way was found ,5ing 8 bits, and the error vector in between the quantized

to improve the naturalness of synthesized speech signalg,qg and original even harmonic amplitude vectors are then

compared to the voicing technique reported in [10]. vector quantized using 6 bits only. Since the vector quanti-
zation for spectral amplitudes are done in the DCT domain,
3. 4KB/S CODER CONFIGURATION a weighting is used that gives more emphasis to the low or-

der DCT coefficients than the higher order ones.
For operation at 4 kb/s, a frame length of 20 ms (160 sam-

ples at 8 kHz sampling rate) is used. Each frame is divided
into 2 sub-frames each having a length of 10 ms. Therefore, 4. SUBJECTIVE LISTENING TESTS

80 bits/frame are available for coding the model parameters

at 4 kb/s. These bits are allocated for each parameter asubjective listening tests were used to compare a number
tabulated in Table 1. of speech sentences processed by the 4 kb/s HE-LPC Coder

and various other standard coders (ITU G726 (32 kb/s AD-
| Parameters | No of Bits/Frame]| Bit Rate (b/s)] PCM), ITU G729 (8 kb/s CS-ACELP), 8 kb/s 1S-54 VSELP,

Pitch 5+7 600 and 3.6 kb/s INMARSAT Mini-M AMBE vocoder). For
14 LSE Coef's. 3+40 2150 speech quality assessment, ITU ACR and/or Mean Opinion
Spectral Amplitudes 3+19 1100 Score (MOS) tests were used [3]. The speech signals used
\oicing Info. 0+3 150 as the input to all coders were subject to the same analog

conditions. In the ACR test, the performance with input
| Total | 80 | 4000 | level variation (high (-16 dB), nominal (-26 dB) and low
Table 1: Bit allocation for 4 kb/s HE-LPC vocoder. (-36 dB) levels), tandem codecs (2 tandems in both 4 kb/s
and G.729 coders and 4 tandems in the G.726 coder), ran-
The pitch period for the second sub-frame is directly dom biterror rate (BER) of 0.1% and random frame erasure
quantized using 7 bits and the pitch period for the first sub- rate (FER) of 3% was assessed for modified-IRS speech sig-
frame is differentially quantized using 5 bits. Voicing infor- nals. A total of 10 different sentence pairs for each of two
mation for the second sub-frame is quantized using 3 bitsmale and two female talkers were processed for the 20 test

and the voicing for the first sub-frame is recovered at the conditions as defined in [3]. Source speech was selected
decoder by linear interpolating voicing information for the fromthe NTT CD-ROM speech database. A total of 24 non-
adjacent sub-frames. The 14 LSF coefficients for the seconceXpert listeners were arranged in six groups of four listeners
sub-frame are split vector quantized in the LOG and DCT Who used handsets for monophonic listening at -15 dBpa.
domains. For this purpose, the LSF coefficients are split asThe randomization sequences were generated by COMSAT
{3,374,4}, and the coefficients for each Sp“t are then trans- Laboratories. The summary of the ACR MOS test results
formed into first the LOG and then the DCT domain. The are givenin Table 2.

DCT coefficients for each split are then vector quantized
using 10 bits eachd(x 10 = 40 bits). During the vector
guantization of DCT coefficients, a well known weighting

is used that gives more emphasis on low order DCT coeffi- G.726 350 354|334 276 . .

. . _ . G.729 - 3.66 - 3.36 3.35| 3.61
cients, since thg low order DCT coefﬁment.s.are more impor- — = derl 3.38 | 341 336 | 242 | 3.25| 251
tant than the higher ones. The LSF coefficients for the first
sub-frame are quantized using the concept of optimal lin- Table 2: ACR MOS Test Results
ear interpolation as reported in [2]. The index for the best
linear interpolated LSF coefficients, which minimizes the It can be seen that the 4 kb/s HE-LPC coder produces

Coder Test Conditions
-16 | -26 -36 | Tandem| Fer | Ber




similar performance to G.726 and G.729, and hence, passeare more efficiently quantizeable at low bit rates (4 kb/s and
the ITU 4 kb/s standard performance requirement in error- below) than other coding systems such as CELP, HE-LPC
free conditions with input level variation, and in the pres- is a very promising low bit rate speech coding technique.

ence of random frame erasures (FER). The codec fails only
the tandem requirements, and its random bit error perfor-
mance is worse than that of G729 under the same error con-

dition. The 4 kb/s coder performance was also assessed us-

ing the 7-point scale CCR method defined in [3] for three
different types of background noise (30 dB Babble, 20 dB
Interfering Talkers and 15 dB Car noise) and one instance
of tandem for modified-IRS weighted speech and noise. In
this test, although the 4 kb/s HE-LPC coder failed to pass
the ITU requirements for all background noise conditions,
in fact, the performance level, for these conditions, was out-

side the critical distance measure between the reference and

4 kb/s coders.
Another subjective test was also done in COMSAT Lab-

oratories, using the 4 kb/s HE-LPC coder, 8 kb/s 1S-54 VSELP

[11], G729 and 3.6 kb/s INMARSAT Mini-M AMBE vocoder.
For this test, only flat weighted -26 dB input level speech
conditions were used. The results for this test are summa-
rized in Table 3.

| Coder | MOS Score]
4 kb/s Coder 3.68
8 kb/s 1S-54 VSELP| 3.66
G.729 3.40
3.6 kb/s Mini-M 3.35

Table 3: MOS Scores for various coders

From these test results, it was very clear that the 4 kb/s
HE-LPC coder produced similar performance to the 8 kb/s
IS-54 VSELP coder, and better than ITU G.729 and 3.6 kb/s
INMARSAT Mini-M AMBE coders. Both formal and in-
formal listening tests indicated that the HE-LPC vocoder
produces almost toll quality speech at 4 kb/s. Another ad-
vantage of the HE-LPC speech coding algorithm is that it
can be extended to cover bit rates between 1.2 and 8 kb/s
depending on the application.

(10]

5. CONCLUSIONS

In this paper, HE-LPC speech coder operating at 4 kb/s was
presented. New robust techniques for pitch estimation based
on the perception based analysis by synthesis concept and

voicing probability determination of speech signals were [11]

also described. The DCT based techniques were used to
guantize both 14 LSF coefficients and excitation spectral
amplitudes. Both formal and informal subjective listening
tests were conducted and the results indicate that the 4 kb/s
HE-LPC speech coder produces toll quality speech that is
equivalent to 32 kb/s ADPCM performance under clean in-
put speech conditions. Since the HE-LPC model parameters
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