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ABSTRACT

This paper presents a new approach to content-based video index-
ing using Hidden Markov Models (HMMs). In this approach one
feature vector is calculated for each image of the video sequence.
These feature vectors are modeled and classified using HMMs.
This approach has many advantages compared to other video in-
dexing approaches. The system has automatic learning capabili-
ties. It is trained by presenting manually indexed video sequences.
To improve the system we use a video model, that allows the clas-
sification of complex video sequences. The presented approach
works three times faster than real-time. We tested our system on
TV broadcast news. The rate of 97.3 % correctly classified frames
shows the efficiency of our system.

1. INTRODUCTION

The increasing amount of digital video in multimedia databases
results in a demand for techniques for automatic content-based ac-
cess to video data. In the last years there have been many different
approaches to content-based video indexing. A rough categoriza-
tion of the approaches yields two main classes. The first class
of approaches mainly addresses the problem of reusing video se-
quences in TV studios. In these approaches [1, 2] the video se-
quence is segmented into shots and a key-frame is extracted for
each shot. The key-frame is stored in a library with a reference to
the video tape containing the sequence. To get a vision-based ac-
cess to the scenes the user presents a query image and the retrieval
system searches similar key-frames depending on predefined fea-
tures (e.g. texture and histogram). These approaches extend the
technique of image database retrieval to the retrieval of image se-
quences.

The purpose of the second class of approaches is information
retrieval. The video sequences are not addressed by the content
of their images, but by their meaning. A possible query may be:
”Find the main articles of last month’ broadcast news.” The user
gets a list of news articles and is able to view the video sequences
stored in the database.

Approaches of the second class are presented in [3, 4]. They
are based on a two stage scene classification scheme. The first
stage is the parsing of the video stream, in order to extract each
scene. The second stage is indexing, which assigns the scene to
one of several competing classes. The main problem of these
methods is that the scene extraction and scene classification are
separated steps. If an error in the scene extraction occurs, the cor-
rect classification of the extracted scene will be impossible. This
is a very important point, because not all scenes are separated by

hard-cuts, which are easily detectable, but some are bound by edit
effects, which are manifold (especially in TV news) and thus are
very hard to detect. Our indexing approach based on HMMs works
as follows: Each content class is represented by a HMM. A feature
vector is derived for each frame of the video sequence and a proba-
bilistic decoding procedure calculates the sequence of HMMs, that
maximizes the probability of having generated this feature vector
sequence. This procedure seems to be superior compared to this
two stage scheme, mainly because parsing and indexing is per-
formed in one stage. Furthermore HMMs are capable of combin-
ing the scene models to a complete video model of the TV news
and assigning each frame of the news to a certain state of the news
model. The automatic learning capabilities of HMMs can be ef-
fectively used to process a very large amount of video data auto-
matically and to analyze the characteristics of video contents in
a self-organizing way. The first video indexing systems based on
HMMs are [5, 6].

2. CONTENT CLASSES AND VIDEO MODEL OF TV
BROADCAST NEWS

To index TV broadcast news it is necessary to define useful content
classes of TV news. We defined six main content classes:

- NEWSCASTER: The appearance for this class is very similar
among most of the TV stations. On the right hand side of the
screen (Fig. 1) the newscaster is reading the news and on the
left hand side the ”news window” displays the headline and an
image related to the news topic.

- BEGIN: Introduction sequence of the newscast

- END: The newscasts ending sequence.

- INTERVIEW: An interview of the newscaster and the inter-
viewed person.

- WEATHER FORECAST: This class contains a weather map
and animated or static symbols for the various types of weather
conditions.

- REPORT: A single shot of a news report. This class includes
all scenes that do not belong to any other defined class.

Four classes are defined for the edit effects:

- CUT: Hard-cut at scene and shot boundaries. This is the mostly
used edit effect.

- DISSOLVE: The dissolve appears only within a report.

- WIPE: The wipe is the delimiter for two consecutive news re-
ports.



Figure 1: Frame of the class NEWSCASTER

- WINDOW CHANGE: Change (dissolve or wipe) of the ”news
window” next to the newscaster. This effect is used as separa-
tor between two news topics.

To include a-priori knowledge about the broadcast news into
the indexing system, we defined a video model for the TV broad-
cast news. The video model contains the previously defined con-
tent classes and determines the possible transitions between them.
In Fig. 2 the video model for the news is presented. All possible
transitions are indicated by arcs.

3. FEATURE EXTRACTION

This section describes the calculation of the features used as input
for the HMMs. One feature vector is calculated for each frame of
the input sequence.

In our approach, the most important features for video index-
ing are based on the difference image. They specify mainly the
motion of the main object in the scene. The difference image
d(x; y; t) is derived from the original video sequence by absolute
difference of the luminance valuesIY (x; y; t) of adjacent frames.
One frame of this difference image sequence contains only the
changing parts of the frame compared to the previous frame. It
should be noted, that this difference image does not represent the
motion in the image directly. However, the size of the gray values
d(x; y; t) in one framet of the difference image sequence can be
still considered as some indication of the intensity of the motion in
each position(x; y) of the image.

A suitable feature for the characterization of the motion dis-
tribution is the center of gravity~m(t)T = [mxx(t);mxy(t)] ac-
cording to the equations:
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The vector~m(t) can also be interpreted as ”center of motion” of
the image.

To increase the ability of the HMMs to model the movements
of the center, we include the delta features�~m(t) of ~m(t) for the
”center of motion” into the feature vector. The delta features are
defined as:

�mx(t) = mx(t)�mx(t�1); �my(t) = my(t)�my(t�1)
(2)

Another useful feature is the average absolute deviation of
the motion in all points of the image from the center of motion
~�(t)T = [�x(t); �y(t)], defined as:
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This feature is very similar to the second translation invariant mo-
ment of the distribution, but it is more robust against noise in the
image sequence. It can also be considered as ”wideness of the
movement”.

An important feature is the ”intensity of motion”, expressed as

i(t) =

P
x;y

d(x; y; t)

XY
(4)

This feature does not only describe the characteristics of the mo-
tion, [7] shows that this feature is also very useful for the detection
of hard-cuts.

The video sequence of a report is sometimes influenced by the
flashes of photographers. The frames with flashes result in a high
value for Eq. (4) and are recognized as hard-cut in the classification
process. To avoid this, we use the smaller value of the motion
intensity for the frames(t; t+ 1) and(t� 1; t+ 2).
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As shown in [8], the difference image features are very suit-
able for the recognition of complex movements. The features~m(t),
~�(t), andi(t), and a feature similar to�~m(t) are used to recog-
nize 24 different gestures with high accuracy (91.67%). HMMs
have been also used in this case for classification. These inves-
tigations have been serving as very insightful experiments for us
in order to study the possibilities for stochastic modeling of video
sequences, and finally led to the basic principle of our approach to
video-indexing presented in this paper.

As reported in [7], the intensity of the difference histogram is
a useful feature for cut detection. It increases the confidence of cut
detection significantly. The intensity of the difference histogram is
based on the gray-level (luminance) histogramh(t) and is defined
as:

hi(t) =
X
g

jhg(t)� hg(t+ 1)j (6)

with hg(t) defined as the bin for the gray-level (luminance)g in
framet. A moving object (news speaker) in front of a uniformly
colored background has a small influence on the histogram and
results in a low value for the difference histogram feature, while
edit effects produce high values.

To reduce the effect of flashes of photographers we use, as in
Eq. (5) the smaller value of these features for the frames(t; t+ 1)
and(t� 1; t+ 2).
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Figure 2: Video model of TV broadcast news

The detection rate of cuts can be further improved by using the
equation:

hi
00(t) = hi(t)� MEDIAN (hi(t� 1); hi(t); hi(t+ 1)) (8)

Eq. (8) is based on the median filtering, which is useful to remove
impulsive noise from images. Here we use the difference between
the filtered value and the original value as impulse detector.

The use of static information results in an improved classifica-
tion result. We average the Y, U an V color components over the
frame t and add them to the feature vector.

Y (t) =

P
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IY (x; y; t)

XY
(9)

A special feature is designed to detect dissolve edit effects.
During a dissolve the value of a pixel should be similar to the in-
terpolated value of the adjacent pixel values(t � 1; t + 1). This
condition is true for static shots, too. Therefore the ratio of the dif-
ference pixel to the difference from the interpolated pixel is used.
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1

2
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(10)
To each image of the video are 1280 samples of the audio sig-

nal assigned. The logarithmic energy is used to improve the seg-
mentation of the scenes:

E(t) = ln
X
s

S
2(s) (11)

Additional to the energy, a 12 dimensional cepstral vector is cal-
culated for the samples of each frame which enhances the segment
classification.

The result of these feature extraction methods is a feature vec-
tor consisting of the 25 features.

4. STATISTICAL CLASSIFICATION

Hidden Markov Models are one of the most efficient tools for mod-
eling of time-varying pattern sequences. They have been used very

successfully in speech [9] and online handwriting recognition. In
our approach we use Hidden Markov Models to build stochastic
models of the various content classes of the news. One HMM is
trained for each of the previously defined content classes by pre-
senting sample data using the Baum-Welch algorithm.

We use first order left-to-right Hidden Markov Models with 1
to 15 states and continuous output distribution to model the con-
tent classes. The video model of the broadcast news (Fig. 2) is
converted to a superior HMM, with the HMMs of the content
classes as state output. For the classification we evaluate the opti-
mal path resulting from the Viterbi algorithm [9] for assigning the
most likely content class to each frame of the video sequence. The
video model is used to restrict the optimal path to a sequence of
content classes that can only occur as defined in this model. By
automatically incorporating this model into the HMM framework
and into the decoding procedure, the semantic constraints imposed
by the video model can be fully integrated into the recognition pro-
cedure. We consider this automatic video model integration as one
of the major advantages of our statistical approach to video index-
ing. It should be also noted that the models for edit effects play
a major role in this framework, because they serve as important
nodes in the model displayed in Fig. 2. The upper part of Fig. 2
shows also an insightful example for the use of nested structures
in our approach: The content class INTERVIEW is composed of
several other HMMs. In order to detect an interview, the optimal
path has to go through all these classes.

5. EXPERIMENTS AND RESULTS

For experiments we recorded TV news of different TV stations.
The TV news were captured from a VHS video tape as YUV 4:2:2
images in a resolution of 192�144 pixels at a rate of 12.5 frames
per second and the audio signal with a sampling rate of 16 kHz. To
obtain meaningful results we carried out a TV station dependent
and a TV station independent indexing experiment of TV broad-
cast news.

For the station dependent test of the system we recorded ten
TV news of the same TV station. The length of the news range
from 5 to 15 minutes. To get a maximum amount of training and
test data for this experiment, we used the hold-out method. This
means that nine news were used for the training of the system and



segment boundary segment
insertion deletion accuracy classif.

10.6% 1.0% 0.3 frms 92.5%
6.5% 0.0% 0.0 frms 96.9%
1.0% 6.0% 0.4 frms 95.2%
2.4% 6.9% 0.2 frms 98.5%
0.9% 1.9% 0.1 frms 98.2% TV station
0.0% 0.0% 0.9 frms 97.2% dependent
1.8% 9.3% 0.2 frms 96.7%
3.2% 3.2% 0.1 frms 97.0%
3.4% 2.6% 0.2 frms 99.2%
0.0% 0.0% 0.0 frms 100.0%
0.0% 2.2% 0.1 frms 97.9%
0.0% 2.3% 0.8 frms 95.6% TV station
0.0% 18.8% 0.9 frms 90.7% independent
5.1% 9.8% 0.4 frms 90.9%

Table 1: Recognition Results for the different TV news

content class correct detections false detections

Newscaster 98.40% 6.14%
Report 96.40% 1.88%
Begin 100.00% 0.00%
End 100.00% 0.00%
Weather Forecast 80.00% 0.00%
Interview 92.85% 0.00%
Wipe 54.55% 14.29%
Window Change 100.00% 0.00%
Dissolve 91.67% 26.67%

Table 2: Detection- and insertion-rates for TV station dependent
test

the remaining sequence was used for the test. This procedure was
repeated for every news video. Finally we calculated the measures
defined in [10].

The average recognition rate for all broadcasts and all content
classes is 97.3 %. Tab. 1 shows the recognition results for the dif-
ferent broadcasts: insertion and deletion rates for segment bound-
aries, accuracy of the segment boundary in frames and the rate of
correct classified content classes. In Tab. 2 the correct detection
and false detection rates for each content class are given.

Most of the false detections for the class NEWSCASTER are
caused by sequences of an orator at a parliament or a press con-
ference, who has very similar movements compared to the news-
caster. The weather forecast has lower recognition rates than the
other main content classes. This shows, that the used features are
not yet suitable for the recognition of this class and other features
have to be included into this system. Texture features should be
suitable to improve the modeling of the weather forecast.

For a station independent experiment we recorded four addi-
tional news broadcasts of another TV stations. These news are of
a similar style. For this experiment the recognition system was
trained on the news of the station dependent test and was tested
on the additional news. Tab. 1 shows the recognition rates for
these news broadcasts. The average segment classification rate is
93.7 %.

The video indexing system works three times faster than real-
time. The indexing of a 15 minutes TV news has a computing
time of 5 minutes on a Pentium-based PC. We consider this as a
significant advantage over other approaches, which are often very
time consuming.

6. CONCLUSIONS AND FUTURE WORK

We presented a new approach to content-based video indexing and
showed high recognition rates for the task of TV broadcast news
indexing. Although we are just at the beginning of our investi-
gation, the indexing results convince us, that HMM-based video
indexing is a very promising approach, incorporating the follow-
ing advantages in comparison to most standard procedures:
- Exploitation of the automatic learning and self-organizing capa-

bilities of HMM.
- Possibility to learn from a large amount of training data.
- Scene classification and scene boundary detection in one process.
- Automatic incorporation of a stochastic video model.
- Real-time capability.
In the future we will apply our indexing approach to more compli-
cated tasks with more content classes such as sports classification.
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