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ABSTRACT

A joint amplitude and position search procedure is proposed
for searching algebraic multipulse codebooks. It is imple-
mented within the reference G.723.1 codec as an example.
This joint search method is shown to reduce down to one
third the number of comparisons per subframe relative to
the focused search over an extensive speech database. An
e�cient implementation of the joint search is derived which
incorporates backward �ltering of the residual target vector
and precomputation of autocorrelation elements, bringing
about a reduction in complexity of one third in comparison
to the focused search. The joint search performs about one
thirtieth as many comparisons as the full position search.

1. INTRODUCTION

Since its inception the original CELP speech coding model
has undergone a series of changes designed to reduce its
complexity and improve the quality of its reconstructed
speech signal [1]. A milestone in this development was
the introduction of ACELP coders using codebooks with a
multipulse structure [2] coupled with e�cient, suboptimal
search algorithms.

E�cient search procedures are necessary to keep the
complexity within bounds playing an important role in the
achievement of overall e�ciency and may by themselves
make the di�erence for a given application as in the case
of a multimedia speech coder for digital simultaneous voice
and data (DSVD) [3]. Therefore, one may expect that the
availability of reduced complexity search algorithms could
lead to new applications for the ACELP coder.

Furthermore, in a CELP coder the �xed codevector has
a great in
uence on reconstructed speech quality despite
its apparently residual contribution. Consequently, the im-
provement of �xed algebraic codebook search algorithms
is essential to the development of coders with better qual-
ity/complexity ratios.

Motivated by this reasoning, this work presents an ef-
�cient search algorithm for algebraic multipulse codebooks
that has been implemented within the reference G.723.1
codec [4] as an example, but is not limited to it.
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2. BASIC ACELP CODEBOOK SEARCH

For a given target vector u; a standard CELP search algo-
rithm tries each codevector ci; i = 1; 2; : : : ;M; in its code-
book producing scaled �ltered reconstruction vectors

~ui = �iHci = �iqi; (1)

where �i are suitable gain factors while qi = Hci are �l-
tered codevectors. The impulse response matrix H is given
by H(i; j) = h(i�j), where h(n) = 0 for n < 0 and h(n) for
n = 0; 1; : : : ; L is the impulse response of the weighted syn-
thesis �lter truncated to the subframe length L. In Eq. (1)
~ui may be considered as projections of target vector u over
the �ltered codevectors qi. Therefore, the best codevector is
obtained selecting the corresponding minimum norm error
vector between all reconstruction error vectors "i = u� ~ui
or the corresponding maximum length projection between
all projections ~ui. Considering the latter selection criterion,
there are some remarks that are of interest. Writing out the
squared norm as a function of the weighted codevector qi;
we have

k~uik
2 = C2

i =(q
T
i qi) (2)

whose numerator is the square of Ci = uT qi, which is the
zero-lag crosscorrelation, or simply correlation, between the
weighted codevector and the target vector. Further, the
correlation may be e�ciently determined by a single inner
product as

Ci = tT ci; (3)

where t = HTu is the backward-�ltered residual target vec-
tor.

However, really e�cient computations of the squared
norm (Eq. (2)) will ultimately depend on structuring or
simplifying the calculation of the squared norm or energy
of the weighted codevector in the denominator of Eq. (2).
When the codevectors are sparse, it is very convenient to
express their weighted energies as

qTi qi = cTi H
THci = cTi �ci; (4)

where � = HTH is the autocorrelation matrix of the im-
pulse response matrix.

Multipulse excitations as used in ACELP codebooks are
sparse signals (vectors) whose nonzero samples are isolated
from one another. They may be described in general as

e = G
PM�1

k=0
�kI(:;mk),

where M is the number of pulses, �k and mk are pulse
amplitudes and positions, respectively, whereas G is the
overall excitation signal gain. I(:;mk) indicates the column
mk of the L�L identity matrix I, where L is the subframe



length. UsuallyM = 4 and L = 60, values that will be used
in the following.

As a further constraint, algebraic multipulses take on
positive or negative unit values only, that is, �k = �1: Ad-
ditionally, the algebraic multipulses considered in the fol-
lowing [4] have each pulse position taken from interleaved
sequences of equidistant pulses. Each sequence, therefore,
has a di�erent phase, which contributes with one and only
one position to the excitation signal. Further, even and odd
positions are kept separate in two di�erent grids. The even
grid is represented in tabular form in Table 1, where each
row is a di�erent phase.

Table 1: Even ACELP position grid.

Phase Positions
i0 = 0 0, 8, 16, 24, 32, 40, 48, 56
i1 = 2 2, 10, 18, 26, 34, 42, 50, 58
i2 = 4 4, 12, 20, 28, 36, 44, 52, (60)
i3 = 6 6, 14, 22, 30, 38, 46, 54, (62)

3. JOINT POSITION AND AMPLITUDE

SEARCH

The proposed joint position and amplitude search (JPAS)
of algebraic multipulses [5] is described in this section for
the �xed codebook of the ACELP coder speci�ed on ITU-T
Recommendation G.723.1 [4] at the 5.3 kbit/s rate.

Each innovation in this codebook is made out of M = 4
pulses and a new innovation is issued every 7.5 ms. Accord-
ingly, reconstructed residual target vectors are composed of
shifted impulse responses as

~uf = G
PM�1

k=0
�kH(:;mk),

where H(:;mk) indicates the columnmk of the impulse ma-
trix H. This composition has motivated the JPAS proce-
dure which selects one by one the M shifted impulse re-
sponses which jointly de�ne a partial direction along which
the residual target vector provides the greatest projection.
It selects one pulse position and amplitude at each one of
M iterations.

The search process starts by determining the projec-
tions of the residual target vector uf along the partial pro-
jection directions de�ned by the shifted impulse responses
for the �rst iteration. Positions searched in previous it-
erations are kept constant while corresponding amplitudes
are jointly readjusted, resulting in the determination of the
next partial projection direction.

The �rst iteration in a JPAS procedure selects position
i = m0 which maximizes the squared norm of the projection
along the shifted impulse responses

�i =
�
uTfH(:; i)

�2
=�(i; i):

Let the �ltered subcodevector selected in iteration j�1
be

q
(j�1)
f =

Xj�1

k=0
�
(j�1)
k H(:;mk): (5)

Due to the algebraic structure of ACELP codebooks, pulse
amplitudes are restricted to �1 so that, considering a new
pulse at position mj ; only four new �ltered subcodevectors

are possible: q
(j)
f = �(�H(:;mj)+ q

(j�1)
f ). Therefore, con-

sidering a new pulse at position i in iteration j; only two
partial projection directions are admissible,

P (j)(:; i) = H(:; i) + q
(j�1)
f ; (6)

which is called the primary partial projection direction and

S(j)(:; i) = H(:; i)� q
(j�1)
f ; (7)

which de�nes the secondary partial projection direction1.
In Equations (6) and (7) P (j)(:; i) and S(j)(:; i) indicate re-

spectively the ith columns of matrices P (j) and S(j), whose
columns comprise all the primary and secondary projection
directions at iteration j.

In the following, the selected vectors and signs are iden-
ti�ed after each iteration of the search process. Details
about the search process follow at the end of this section.

Let the selected partial projection direction for itera-

tion j be f (j) = H(:;mj) + �(j�1)q
(j�1)
f , where �(j�1) is

the sign of the selected projection direction on the plane
de�ned by the jth pulse and the available �ltered subcode-

vector q
(j�1)
f

�
= Hc

(j�1)
f . More precisely, �(j�1) = 1 if the

primary projection direction is chosen and �(j�1) = �1 oth-
erwise. The projection of the residual target vector along
the selected partial projection direction f (j) yields the par-

tially reconstructed target vector as ~u
(j)
f = A(j)f (j), where

A(j) is a signed gain factor whose sign is �(j) = sign(A(j)),

while its absolute value G(j) = jA(j)j will become the gain
only after the last iteration j =M � 1: Thus, the weighted
subcodevector at the end of the jth iteration is

q
(j)
f = �(j)f (j): (8)

Using this notation it results that the weighted subcode-
vectors are de�ned by the chosen shifted impulse responses

and by the corresponding signs as q
(0)
f = �(0)H(:;m0) for

the �rst iteration and as

q
(j)
f = �(j)H(:;mj) + �(j)

j�1X
l=0

j�1Y
k=l

�(k)�(k)H(:;ml) (9)

for the remaining iterations.

Consequently, the selected codevector, cf = c
(M�1)
f ; can

be expressed as cf =
PM�1

j=0
�
(M�1)
j I(:;mj) and the result-

ing weighted codevector is

qf =
XM�1

j=0
�
(M�1)
j H(:;mj); (10)

where

�
(j)
l =

�
�(l) if l = j

�(j)
Qj�1

k=l
�(k)�(k) otherwise.

(11)

Equation (11) describes the resulting pulse signs after
each iteration j and can be derived by comparison of Equa-
tions (10) and (9).

Finally, in completion of the description of the JPAS
algorithm, the procedure for selection of the projection di-
rections for iteration j will be explained.

As indicated in Equations (6) and (7), the primary and
secondary partial projection directions for iteration j are
collected in matrices P (j) and S(j); respectively. Further,
for the computation of their corresponding projections be-
low, we will de�ne the primary and secondary autocorrela-
tion matrices as

P(j) = (P (j))TP (j) and S(j) = (S(j))TS(j): (12)

1The opposite directions could be chosen as well. However,
this choice leads to simpler expressions of the ensuing equations.



For iterations j = 1; 2; : : : ;M � 1; the squared norms of
the projections along the primary and the secondary partial

directions, respectively �
(j)
i and �

(j)
i , are computed accord-

ing to

�
(j)
i =

�
uTf P

(j)(:; i)
�2

P(j)(i; i)
and �

(j)
i =

�
uTf S

(j)(:; i)
�2

S(j)(i; i)
: (13)

This procedure closes with the selection of position mj

which satis�es

1. J =argmax
i2I(j)

n
�
(j)
i

o
; K =argmax

i2I(j)

n
�
(j)
i

o
;

2. mj =

�
J if �

(j)
J = maxf�

(j)
J ; �

(j)
K g

K otherwise

In addition, the set I(j) of shift indices i for the search
depends on the order j of the iteration. For the �rst iter-
ation (j = 0), every shift index within the subframe range
is searched. For the following iterations (j = 1; 2; 3), only
the phases not yet selected are actually searched so that a
row in the position grid (see Table 1) is eliminated from the
search domain after each pulse selection. Furthermore, the
grid parity is de�ned by the parity of the pulse selected in
the �rst iteration.

Summing up, the JPAS process is a kind of orthogonal
search where optimizations are carried out in planes or two-
dimensional subspaces de�ned by each shifted impulse re-
sponse whose phase has not yet been selected together with
the current �ltered subcodevector. It should be noticed
that these optimizations do not involve orthogonalizations
but rather an exhaustive test of all the admissible new par-
tial projection directions. Therefore, the JPAS procedure
is less suboptimal than the standard multipulse search .

The number of searches in a subframe distributes over
six classes that may be identi�ed by the number of subcode-
vectors searched along each individual search path. One
should consider that each one of the six search paths may
occur as one of four permutations because there are two
phase tracks with 8 positions and two phase tracks with 7
positions (see Table 1). Simple reasoning shows that the
number of searches lies between 146 and 154. Moreover,
considering equiprobable permutations, an average of 150
searches per subframe results.

The joint search, as opposed to both the focused and
the position-exhaustive searches, does not use any elements
o� the main diagonals of its autocorrelation matrices as
shown by the denominators of Eq. (13). The diagonal el-
ements are taken from the autocorrelation matrix � of the
impulse response of the weighted synthesis �lter during the
�rst iteration. For the remaining iterations, they come from
the autocorrelation matrices P(j) and S(j) of the primary
and secondary projection directions, respectively. The next
section describes how these elements can be e�ciently com-
puted.

4. EFFICIENT JOINT SEARCH

The autocorrelation elements involved in the joint search
are dynamic values in the sense that they are computed
along the search path. They are the denominators of Eq.
(13), whose numerators are correlations. As shown below,
it turns out that both the dynamic autocorrelations and
correlations may be computed as functions of precalculated

autocorrelations of the impulse response matrix and sam-
ples of the backward-�ltered residual target vector, respec-
tively.

Using Eq. (6), (7) and (8), it is possible to express the
correlation in the primary and secondary partial projection
directions, P (j)(:; i) and S(j)(:; i), used in Eq. (13), as fol-
lows

C
(j)
p;i

�
= uTf P

(j)(:; i) = tf (i) + �(j�1)C
(j�1)
f;mj�1

C
(j)
s;i

�
= uTf S

(j)(:; i) = tf (i)� �(j�1)C
(j�1)
f;mj�1

where C
(j�1)
f;mj�1

�
= uTf q

(j�1)
f = tf (mj�1)+�(j�2)�(j�2)C

(j�2)
f;mj�2

is the correlation chosen in iteration j � 1 using the proce-
dure described in Section 3.

Using Eq. (6), (7), (5) and (12), it is possible to express
the dynamic autocorrelations of the primary and secondary
partial projection directions, P(j)(:; i) and S(j)(:; i), used in
Eq. (13), as follows

P(j)(i; i) = �(i; i) + 2
Pj�1

l=0
�
(j�1)
l �(i;ml) +E(j�1)

S(j)(i; i) = �(i; i)� 2
Pj�1

l=0
�
(j�1)
l �(i;ml) +E(j�1)

where E(j�1) is the squared norm of q
(j�1)
f , the previous

weighted subcodevector.
As the joint search does compute the autocorrelation

elements for both the odd and even grids, an additional
number of precomputed autocorrelation elements would be
necessary besides those used for the focused search. At �rst
glance, it would seem that the number of autocorrelation
elements would double, resulting in a total of 832 elements.
But only the number of main diagonal autocorrelation ele-
ments doubles, as they are needed for determining the grid
parity based on the pulse position selected in the �rst itera-
tion as pointed out in Section 3. The remaining o�-diagonal
autocorrelation elements necessary for the following itera-
tions may be computed just after the decision about the
grid parity is made, and they must extend just over the
concerned all-even or all-odd lag pairs. Therefore, only 32
diagonal autocorrelation elements are necessary in addition,
making up for a total of 448 elements as shown in Table 5.

5. COMPLEXITY AND PERFORMANCE

MEASUREMENTS

In this section, results of complexity measurements of the
joint search will be presented and compared to both the
focused search and the position-exhaustive search. The fo-
cused search [7] will be considered as implemented in the
reference ITU-T 5.3 kbit/s G.723.1 codec [4]. This imple-
mentation includes some suboptimal simpli�cations in the
operations determining the signs of the pulses of the chosen
codevector, referred to as the signal-selected pulse ampli-
tude approach [3]. These sign simpli�cations are kept up
in the position-exhaustive search, which only di�ers from
the standard focused search in that it searches all the 4096
combinations of 4 pulse positions in the grid of the chosen
parity.

At the end of Section 3, the average number of compar-
isons per codevector search is estimated for the dynamic
autocorrelation version of the JPAS procedure. This num-
ber of comparisons was also measured over the whole col-
lection of 1680 signals in the test partition of the TIMIT



Table 2: Statistics about number of comparisons per sub-
frame for 3 search algorithms over the test partition of the
TIMIT database.

Search Minimum Mean Maximum
Focused 72 458.48 2040
Position-exhaustive 4096 4096.00 4096
JPAS 146 149.62 154

Table 3: Statistics about number of autocorrelation ele-
ments per subframe for 3 search algorithms over the test
partition of the TIMIT database.

Search Minimum Mean Maximum
Focused 416 416.00 416
Position-exhaustive 416 416.00 416
JPAS 146 149.62 154

database [6] for a total of 1h 26min 27s of speech and
688,244 subframes. The measurements were also performed
for the reference focused search and for the position-exhaus-
tive search. The results are shown in Table 2. Overall,
the average number of searches per subframe for the joint
search algorithm is one third as many as that of the focused
search algorithm and slightly less than 4% the number of
position-exhaustive searches.

Further, the number of autocorrelation elements de-
manded per subframe was averaged for the three search
algorithms. As shown in Table 3, the joint search displays
a considerable decrease in the number of these elements.

Finally, objective performance measurements were car-
ried out with the segmental signal-to-noise ratio (SNRSEG)
and the perceptual speech quality measure (PSQM) [8] as
shown in Table 4, indicating a small decrease of 0.25 dB
in SNRSEG and an added distortion of approximately 0.06
units of PSQM incurred by the joint search as compared to
the focused search.

For the precomputed autocorrelation version of the joint
search, the measure of e�ciency used is the execution time
taken as a fraction of real time, which is assumed to be the
duration of the speech signal under coding. Both the JPAS
procedure and the focused search execute on two personal
computers for the test partition of the TIMIT database.
The execution times displayed in Table 5 show that the joint
search takes 2/3 as long to execute as the focused search.
Inside the reference ACELP coder the focused �xed search
algorithm takes up over 17% of processing time while the
�xed search share falls below 12% when the joint search
algorithm is used instead.

It must be pointed out that for other CELP coders the
complexity share of the �xed search is higher as, for in-
stance, for the G.729 CS-ACELP reference coder, wherein
the �xed search takes up about 40% of the whole complexity
[3]. Work is under way in connection with the application
of the proposed joint search algorithm to a wider selection
of coders in the ACELP class and shall be reported on in
the future.

6. CONCLUSION

The features of algebraic multipulse codebooks have been
analyzed and exploited to derive the joint amplitude and
position search (JPAS). This innovation search algorithm
has been tested within the G.723.1 reference codec imple-

Table 4: Performance of the three ACELP searches over
the test partition of the TIMIT database.

Search SNRSEG (dB) PSQM
Focused 9.44 2.08
Position-exhaustive 9.45 2.07
JPAS 9.19 2.14

Table 5: Complexity of two ACELP searches over the test
partition of the TIMIT database.

Search Execution time Precomputed
process on PC1 (PC2) autocorrelations

in % of real time
Focused 17.0% (17.7% ) 416
JPAS 11.5% (11.6% ) 448

PC1: Personal computer with a 133-MHz Pentium
processor under the Windows 95 operating system

PC2: Personal computer with a 100-MHz Pentium
processor under the Windows NT operating system

mentation, reducing the number of searches down to one
third as many as the focused search and taking just two
thirds as long as the focused search to execute, at the cost
of a small additional signal degradation. Such a reduction
in complexity may enable new applications for the ACELP
coder.
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